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condition and surgeon’s judgment. FESS, often coupled 
with septoplasty, is aimed to re-establish adequate nasal 
aerial flow, to increase sinus ventilation and to improve 
sinus drainage [9, 19, 24].

However, assessing the relevance of any given ana-
tomic anomaly (and, consequently, its surgical modifica-
tion importance) on the overall nasal flow quality is still 
a daunting task. Patient history and clinical examination 
are obvious starting points, though subjective to a certain 
degree. Moreover, septal deviation and other anatomical 
alterations which commonly occur in the population often 
do not correspond to functional alterations. Therefore, it is 
not always possible to establish a causal link between the 
apparent status of the nose and the disruption of its physi-
ological function. For example, the subjective sensation of 
good nasal airflow, the so-called nasal patency, has a great 
importance in patients with NBD, despite often bearing lit-
tle to no relationship to the actual physical aerodynamic 
resistance or drag experienced by the airflow in the nose 
[18, 31]. Furthermore, surgical procedures are typically 
carried out according to the surgeon’s own experience. As a 
consequence, rationally and reliably predicting the overall 
effect of any single surgical maneuver on the whole nasal 
flow is essentially impossible. Even the consequences of 
a given surgery-induced modification of the inner-nose 
geometry upon the local airflow quality cannot be fully pre-
dicted, the same holds true for the effects of these proce-
dure on humidification, possible crusting, bleeding, etc.

Our limited understanding of the details of the flow field 
is partly due to the lack of proper diagnostics. In the past, 
cadaver noses or models reconstructed from CT and MRI 
images have been used to study the general characteristics 
of nasal airflow [1]. Such models, however, were incon-
venient or inaccurate [10], and their help is limited in view 
of a patient-specific approach. Acoustic rhinometry is an 

Abstract  The article focuses on the robustness of a CFD-
based procedure for the quantitative evaluation of the nasal 
airflow. CFD ability to yield robust results with respect to 
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must be demonstrated to allow this tool to become part of 
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the choice of the segmentation level of the CT images. We 
found no critical problems concerning these issues; never-
theless, the choice of the segmentation level is potentially 
delicate if carried out by an untrained operator.
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1  Introduction

The wide incidence of nasal breathing difficulties (NBD) is 
well assessed [25]; in recent years, functional endoscopic 
sinus surgery (FESS) became the technique of choice for 
the treatment of chronic NBD. FESS is minimally inva-
sive and carried out endoscopically; it may involve infe-
rior and/or middle turbinoplasty, and opening of the para-
nasal sinuses, depending upon anatomy, specific clinical 
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effective, noninvasive test [4]. It provides a detailed evalu-
ation of the change of the cross-sectional area of the air-
ways as a function of the distance from the nares. Unfortu-
nately, it cannot evaluate the flow field, but only the shape 
of its boundaries. Hence, rhinomanometry is the only exam 
that, with a relative accuracy, can evaluate the nasal aerial 
patency as a function of overall pressure/flow rate [23]. 
However, rhinomanometry cannot analyze any detail of the 
flow (e.g. specifically in the crucial region of the inferior 
and middle meati) and only provides a global assessment 
descending from a very complex fluid dynamical pattern.

Recent progresses in modern computational fluid 
dynamics (CFD) and computer technologies suggest new 
ways to improve our understanding of nasal airflow. The 
Navier–Stokes partial differential equations that govern 
the dynamics of fluids became solvable numerically, most 
typically within the Reynolds-average framework (RANS), 
also in complex geometries like those typical of the nasal 
cavities. In the RANS approach, the governing equations 
are first averaged in time, so that temporal and small-scale 
spatial turbulent fluctuations are averaged out, and then 
numerically solved to obtain the time-mean flow. However, 
the time-mean effect of the velocity fluctuations upon the 
mean flow is of paramount importance and must be prop-
erly modeled within the RANS approach: This is accom-
plished through one of the many available so-called turbu-
lence models [20]. Outstanding existing CFD-based works 
[3, 29, 30] successfully studied the whole respiratory sys-
tem, focusing on the lower airways and lungs. They often 
resort to a multi-scale approach to deal with the extremely 
small spatial scales encountered in the lungs and use rather 
sophisticated physical models. As far as the upper air-
ways are concerned, the pioneering work by [6] used an 
extremely simplified computational model to study the flow 
field within the nasal cavities. Other early CFD attempts 
to address the trans-nasal aerodynamics using various CT-
generated three-dimensional geometries (e.g. [14]) were 
based on low-fidelity flow models, and did not reach further 
a qualitative description of the salient global features of the 
flow. The quality of the numerical prediction has steadily 
improved over time, until, very recently, CFD has been pro-
posed [2, 22, 28, 34] as a viable tool to support patient-spe-
cific pre-surgical planning, leading to the so-called virtual 
surgery. Several problems, however, are still standing, and 
the daily use of such tools in the clinical practice remains 
quite far from reality. For example, [22] pointed out that 
the operator time required to carry out the entire computa-
tional procedure is affordable at research level, but not in 
everyday clinical practice. A recent review from [21] iden-
tifies and critically dissects the main challenges to address 
for CFD to become clinically useful.

This paper describes a preliminary step toward the long-
term goal of making CFD a useful tool for ear, nose and 

throat (ENT) surgeons. A challenging goal indeed, as vali-
dated and highly reliable CFD results are mandatory. For 
example, one of the most obvious issues to be addressed 
is the critical choice of the mathematical models employed 
to represent flow physics in the numerical simulation. The 
present paper addresses two preliminary, but essential, nev-
ertheless, features of the procedure: (1) How final results 
are affected by the segmentation threshold used to convert 
the CT images into a three-dimensional computational 
volume mesh and (2) How final results are affected by 
the quality of the CT scan, particularly with regard to the 
axial gap between consecutive slices. Checking on these 
prerequisites is helpful in preliminarily assessing the feasi-
bility of a CFD-based procedure that aims at wide clinical 
deployment. We believe that a procedure requiring an ad-
hoc imaging has reduced potential to attract large clinical 
audiences. Hence, in the present paper, we use simple flow 
models, by considering either a laminar flow in the nasal 
cavity or a turbulent flow through a standard (k − ω− SST, 
[15]) turbulence model. Discussing the criteria to com-
pare various mathematical (turbulence) models, as done 
for example in [11–13, 32], or evaluating the need to go 
beyond RANS simulations, is outside the scope of the pre-
sent paper.

2 � Methods

The study was approved by the internal IRB of the San 
Paolo Hospital, University of Milan. From a pool of about 
200 NBD patients who underwent a head CT scan, we 
selected a 67-year-old male patient who showed a nor-
mal sinonasal anatomy. The patient had no septum devia-
tion; his sinuses and nasal conchae were normal; only the 
inferior nasal conchae showed a mild and symmetrical 
hypertrophy.

The patient underwent a plain head CT scan with a 
64-row multi-detector CT (VCT, General Electric Health-
care, Wisconsin, USA), receiving a 1.9  mSv effective 
dose. The scanner has a 512× 512 matrix, accounting for 
a 0.49mm× 0.49mm spatial resolution in the sagittal–
coronal plane and a 0.625  mm gap between consecutive 
axial slices. The whole study was composed by 350 native 
images. For speculative purposes, we asked the radiologists 
to carry out an additional reconstruction with 1.25  mm 
axial gap, discarding every second image, thus allowing us 
to compare different resolution scans without exposing the 
patient to further doses of radiations.

The images from the CT scan were first manipulated 
with the open-source software 3D-Slicer [7]. 3D-Slicer is 
a software platform designed for analysis and visualization 
of medical images and for research in image-guided ther-
apy; it was adopted as the software of choice also because 
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it is free, open-source and available on multiple operating 
systems. 3D-Slicer is used to convert the CT images into 
an accurate geometrical description of the boundary of the 
volume of interest, through image segmentation and vol-
ume reconstruction.

Figure 1 shows the rendering of raw images based on 
a grayscale lookup table, before (top) and after (bottom) 
application of a filter to emphasize the boundary of the air-
filled volume of interest within the CT volume.

Figure 2 shows a zoomed-in coronal section, where the 
narrow airway ducts made by the meati, separated by the 
septum, can be observed. On the sides, maxillary sinuses 
and ethmoidal structures can also be seen. Figure is based 
on the original CT image, where pixel intensity is shown 

in grayscale levels, to which the choice of a segmentation 
level is applied. The green area thus marks the volume that 
is considered as not air filled and hence excluded from the 
simulation; the boundary of the green area shows the native 
(non-interpolated) resolution of the scan.

After selecting the volume of interest and segmenting 
the image, the reconstructed three-dimensional geometry 
is exported and saved into a STereoLithography (STL) 
file. A small amount of smoothing is applied to the recon-
structed surface before exporting to STL, to avoid small-
scale irregularities. The default option of 3D-Slicer (10 
sinc-based smoothing iterations) is used; this option has 
been found to be enough to remove pixel-level irregu-
larities while preserving all the significant small-scale 
features of the anatomy. The smoothing phase, however, 
can potentially be critical in determining the quality of 
the final reconstructed volume. The adequacy of the level 
of smoothing is not discussed in this study and will be 
addressed in future.

So far, we have described the part of the procedure 
where the DICOM database is read into 3D-Slicer, a seg-
mentation level is chosen, its suitability verified and the 
three-dimensional reconstruction of volumes is carried out 
and written into a STL file after proper smoothing. Over-
all, these steps predate the creation of the actual computa-
tional mesh where the differential equations of motion are 
discretized and solved. This typically requires 15–30  min 
of operator time, as the only non-trivial step is the choice 
of the segmentation level. Time required for this step will 
depend on the experience of the operator and the quality of 
CT scans.

The reconstructed geometry is then used as an input 
for the subsequent analysis, first by generating the com-
putational mesh to be used by the CFD software. We use 
the open-source CFD package OpenFOAM, which is 
based upon the work of Weller et  al. [27]. OpenFOAM 
is a general C++ library, based on finite volume discre-
tization, which allows building solvers for partial dif-
ferential equations. The package contains a tool, called  
snappyHexMesh, that converts the STL geometry into 
a computational mesh. It first fills with hexahedrals (cas-
tellated mesh) the whole volume of interest, delimited by 
the reconstructed boundary; the castellated mesh is then 
deformed to snap onto the actual boundary; additional lay-
ers of cells are ultimately added near the solid boundaries 
of the volume of interest. This is intended to allow better 
coping with the flow boundary layers which develop along 
the geometric boundaries where the flow velocity obeys the 
no-slip condition.

The last phase is the actual execution of the flow solver, 
which computes flow variables like velocity, vorticity and 
pressure fields. The OpenFOAM package contains a num-
ber of specialized and pre-made flow solvers. In the present 

Fig. 1   Example of the raw CT images rendered on a grayscale 
lookup table, with a linear scale (top) and with emphasis on air in the 
CT volume (bottom)

Fig. 2   Zoomed-in coronal section: The air-filled spaces shown in 
black correspond to the three meata, the maxillary sinuses and some 
of the anterior ethmoidal cells. The non-interpolated contour corre-
sponding to the segmentation threshold of HU =  220 separates the 
reconstructed inner and outer volume, drawn in green and is superim-
posed to the interpolated CT image in gray
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work, we employ the standard pimpleFoam solver for 
the incompressible Reynolds-averaged Navies–Stokes 
equations, with either laminar flow or a turbulence model 
adopted for their closure. The fluid is air at ambient tem-
perature, with kinematic viscosity ν = 1.5× 10

−5
m

2/s. 
The employed solver is based on a mixed PISO-SIMPLE 
strategy [8] for pressure–velocity coupling and is used with 
second-order discretization schemes for every differential 
operator of the PDEs. As heat and mass transfer phenom-
ena are not considered, the Reynolds-averaged equations 
of motions express conservation of mass and momentum in 
the incompressible case, and read:

where u is the velocity vector averaged in time (on a time 
scale shorter that a typical flow timescale), u′ its fluctua-
tions around that mean and p the mean pressure. The term 
u
′
u
′ is not known as a function of the mean velocity field 

u, as it represents the whole effect of turbulence upon the 
mean flow, and needs some modeling assumptions for the 
above equations to be solvable.

Boundary conditions for the differential system (1)–(2) 
need to be specified. The reconstructed surface of the nasal 
passageways is considered as a solid wall, where no-slip 
and no-penetration boundary conditions are applied, i.e., 
u = 0. The two extremes of the actual volume of interest 
for nasal aerodynamics are the nostrils, representing the 
inlet side of the boundary for an inspiration, and the region 
of the glottis at the outlet boundary. In many of the exist-
ing studies, velocity is considered as known and enforced 
with a Dirichlet-type boundary condition at the inflow; a 
zero-gradient condition is selected for the velocity vector 
at the outflow. Since the boundary condition enforced at the 
inflow turns out to be potentially critical in determining the 
quality of the final solution, given its proximity to the very 
important area of the nasal valve, following [5] we also 
compute the flow field in an additional region made by a 
box, with dimensions 240× 300× 200mm that surrounds 
the whole head of the patient. The flow is thus driven by 
an assigned pressure difference �p between the outer sur-
face of the box and the region of the throat. A zero-gradient 
condition at the inflow is enforced on the velocity compo-
nents at the faces of the box, thus allowing the full velocity 
field at the nostrils to be reliably computed as part of the 
solution process instead of being arbitrarily assigned as a 
boundary condition.

Figure 3 shows the size of the outer box relative to the 
patient’s head and the nasal passageways that represent the 
volume of primary interest. Figure 4 shows a view of the 
computational domain contained between the outer box 

(1)∇ · u = 0

(2)
∂u

∂t
+∇ ·

(

uu+ u
′
u
′
)

+
1

ρ
∇p = ν∇2

u

and the patient’s head. The volumetric computational grid 
is plotted onto the surface and different grid densities can 
be appreciated in correspondence to face areas where the 
internal volumes belong to the nasal cavities, where most 
of the computational effort will be spent. The inner grid 
is further layered to better resolve the steep velocity gra-
dients taking place in the proximity of the solid bounda-
ries. Notice that the extent of the external box has not been 
determined through an optimization process and should be 
rather considered as a conservative initial choice. In par-
ticular, the posterior volume is likely to be unnecessary; 
optimization of the outer volume and its cell size is ongo-
ing work.

Fig. 3   Three-dimensional view of the surface described by the STL 
file after the segmentation process. The nasal passageways and the 
large volume occupied by the nasal sinuses are evident, as well as the 
patient’s face

Fig. 4   Three-dimensional view of the computational domain (exter-
nal part). The gridded volume is the whole air-filled volume, i.e., the 
portion surrounding the patient’s head and delimited by the outer 
cube, plus the volume occupied by the nasal passageways down to the 
nasopharynx and throat. The surface-plotted grid gives a feeling of 
the spatial resolution employed in the internal volumes
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2.1 � Details of the simulations

The simulations described below concern a steady inspi-
ration forced by a pressure difference of �p = 130 Pa 
between the outer ambient and the larynx, as done in [32]. 
This pressure difference corresponds to a mild-to-intense 
exercise [26]. Although the boundary conditions are sta-
tionary, a transient solver is used to compute up to 0.75 s 
of inspiration starting from an initial condition where the 
internal velocity and pressure field are zero and the initial 
transient decays quite rapidly. The time step is 3× 10

−6 s.
As previously stated, it is not our aim here to discuss the 

choice of the best mathematical and closure model for the 
flow, Therefore, we rely on the current consensus [16, 17] 
concerning this kind of simulations, i.e., when a turbulence 
model is required, the k − ω− SST RANS model is the best 
and nears the quality expected by the higher-fidelity LES. 
The following results are presented for a laminar simula-
tion, i.e., one where the Navier–Stokes equations are solved 
without a turbulence model, and for a turbulent simulation 
where the Bousinnesq hypothesis of turbulent eddy vis-
cosity νt is adopted and the k − ω− SST turbulence model 
[15] is employed. The k − ω− SST model solves additional 
PDEs for the turbulent kinetic energy k, and an additional, 
scale-setting turbulence variable ω that represents a specific 
dissipation rate of k. In its simplest form, the turbulent vis-
cosity νt is given by νt = k/ω. Wall functions are used to 
avoid massive clustering of grid points near the walls.

A grid refinement study has been carried out, evaluat-
ing results obtained with meshes containing from 0.3 to 5 
millions cells for both the laminar and the turbulent case. 
Although the less detailed mesh presented rather evident 
geometrical differences (e.g. the unrealistic representations 
of the volumes of the large sinuses), the global features of 
the flow field were always well predicted. As the two larg-
est meshes (with 2.4 and 5 millions cells) yielded a flow 
rate that was unchanged within <0.1 %, the remaining part 
of the computational study was carried out on the mesh 
with 2.4 millions cells.

In terms of computing time, the present simulations are 
rather small, with most of the cases having a mesh com-
posed by 2.4 millions cells. We thus limit parallel comput-
ing to 4 cores for each case, which yields a linear speedup. 
Computing 0.75  s of steady inspiration requires about 
4  days of wall clock time by using Intel Xeon CPUs at 
3.16  GHz. Thanks to the number of processors available, 
the same time is sufficient to carry out the whole para-
metric study by running all the required cases in parallel. 
The computational cost of the turbulent simulation, owing 
to the additional differential equations, is about twice that 
of the laminar simulation. Depending upon the particular 
flow model adopted, the computational requirements are 
greatly varying. For example, a steady-state simulation 

would require far less computational resources, amounting 
to 2 h on a laptop for the laminar case. A comparable wall 
clock time could be achieved for a time-dependent case, if 
required, by exploiting a larger number of CPUs.

3 � Results

First, an overall assessment of the results, corresponding 
to the flow field obtained with the laminar model, is pro-
vided. Figure 5 shows a three-dimensional, qualitative 
view of the computed solution, visualized in terms of its 
velocity field. The spatial rate of change of the velocity in 
the area of the turbinates can be appreciated thanks to the 
color and size of the arrows, which is proportional to the 
magnitude of the velocity vector. Figure highlights the high 
velocity values reached in the downstream portion of the 
domain, due to the gradually restricted cross section. Simi-
larly, Fig. 6 shows the presence of a recirculating region in 

Fig. 5   Three-dimensional view of the nasal cavity flow, correspond-
ing to a steady inspiration. Arrows show the local velocity vector, 
with size and color determined from its modulus, measured in m/s

Fig. 6   Three-dimensional view of the nasal cavity flow, correspond-
ing to a steady inspiration. Flow is depicted here through the trajec-
tory of massless lagrangian tracers, released in the region in front of 
the patient’s head and color-coded with the local velocity, measured 
in m/s
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correspondence of the maxillary sinus, and—more impor-
tantly—on the uppermost region of the nasal cavity, at the 
upper boundary of the so-called olfactory cleft where most 
of the olfactory receptors are located. Lastly, Fig. 7 empha-
sizes how the local shape of the nasal passageways induces 
strong longitudinal variations of the flow when passing 
from the nasal vestibulum to the nasopharynx. It can be 
visually appreciated how the middle meatus and, to a lower 
extent, the inferior meatus play a major role and account 
for most of the flow rate, as already known from several 
previous studies, e.g. [12].

A radiodensity threshold value must be chosen to iden-
tify the geometric boundary of the volume of interest for 
the CFD analysis, in order to initiate the construction of 
a three-dimensional model by using edge detection image 
processing algorithms. Radiodensity is typically expressed 
in the Hounsfield unit (HU) scale, in which the radioden-
sity of distilled water at standard pressure and temperature 
is defined as 0 HU, while the radiodensity of air is defined 
as 1000 HU. Thus, a change of one Hounsfield unit repre-
sents a change of 0.1 % of the attenuation coefficient (AC) 
of water, since the AC of air is nearly zero. For reference, 
fat AC is around 100  HU, muscles AC are 40  HU, and 
bones AC start from 300 HU onward.

To assess the importance of the radiodensity thresh-
old, we have carried out a series of CFD simulations (on 
a nominally identical mesh) where the threshold is sys-
tematically varied. In this section, we only consider lami-
nar simulations. With the flow being always driven by the 
same pressure difference between the outer ambient and 
the throat, measuring the flow rate through the nostrils 
gives an indication of the global sensitivity of the CFD 
results to the segmentation threshold. Figure 8 plots the 
values, expressed in liters per second, of the observed 
flow rate in selected regions of the flow field, as a func-
tion of the segmentation threshold expressed in HU. The 
threshold is varied around the empirically determined best 
value of 230  HU. Two extreme cases, with the thresh-
old set very low at 120 HU and very high at 280 HU, 
are also considered. These extreme cases are way beyond 
what an experienced user could select, as exemplified in 
Fig. 9 where too low a threshold is shown to remove large 
portions of the reconstructed volume. This is due to the 
change in connectivity, as too low a threshold does not 
correctly represent the small ostii connecting the main air-
ways to the large volumes of the sinuses. It must be said 
that the dimensions of the ostii significantly vary across 
various subjects. However, especially for those connect-
ing the airways to the largest sinuses, their typical size is 
large enough compared to the CT resolution that chang-
ing the HU threshold within reasonable limits only modi-
fies their detailed contour and does not affect the global 
topology.

Figure 8 in particular quantifies how the flow rate 
changes with the chosen threshold. The flow rate is evalu-
ated in a separate manner for the left and right nostril. 
The nearly monotonic behavior of the data implies that 
the reconstructed volume consistently increases when the 
threshold is increased: as the flow is driven by a fixed pres-
sure difference, a larger volume, with a larger cross sec-
tion, implies a larger flow rate. This is made evident by the 
dashed line, that plots the cross-sectional area of the mid-
dle coronal section of the nasal airways already shown in 
Fig. 7: Although there is no reason to expect a precise one-
to-one correspondence between the cross-sectional area at 
that particular location and the flow rate, which is a global 
quantity, it is clear that most of the variations are explained 
by the lower nasal resistance offered by wider airways.

A visual inspection of the impact of changing the HU 
threshold on the flow field is given in Fig.  10 that shows 

Fig. 7   Colored contours for the modulus, measured in m/s, of the 
velocity vector in three coronal sections taken at different positions
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sectional area of the intermediate coronal section shown in Fig. 7
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a color map for the posterior–anterior velocity component 
(positive from right to left). Small changes in the recon-
structed anatomy and in the connectivity to the ethmoidal 
cells can be appreciated; however, no significant changes 
are observed in terms of the velocity field, in line with the 
above observation that the changes in the flow rate can be 
mostly ascribed to changes in cross-sectional area.

The CT scan we employed has an axial gap of 0.625 mm 
between consecutive axial slices. We had the same scan 
reconstructed at a larger axial gap of 1.25 mm, so that the 
results for an otherwise identical procedure can be mean-
ingfully compared. In Fig. 8, the lower-quality mesh recon-
structed for 230 HU is denoted with open symbols. Little 
changes can be noticed.

4 � Discussion

We have described a numerical procedure for a CFD 
study of the flow in the nasal airways for a patient-specific 
anatomy. The preliminary step of building the computa-
tional mesh, which is essential in determining the quality 
of the final results, is designed once and for all and results 
in an extremely convenient sequence of operations. The 

computational domain has been chosen to entirely surround 
the patient’s head. Although this is subject to further opti-
mization (a crude estimate of the computational overhead 
related to solving the fluid equations in the outer region is 
a significant 40  % of the overall computational cost), we 
consider this a fair price to be paid for getting rid of the 
arbitrary assignment of fictitious boundary conditions upon 
a very sensitive region of the flow field (the nostrils). This 
aspect is bound to become even more important when the 
expiration phase of the respiratory cycle is considered. 
Figures  5 and 6 highlight how a non-trivial velocity field 

Fig. 9   Effect of the radiodensity threshold on the reconstructed 
geometry. By going from 200 HU (top) to 280 HU (bottom), the 
internal volume becomes progressively reduced, and several portions 
of the volume related to large sinuses (highlighted in the top figure 
with red circles) are excluded

Fig. 10   Effect of the radiodensity threshold on the computed poste-
rior–anterior velocity field, measured in m/s, as seen in a sagittal sec-
tion passing through the right nasal passageway. From top to bottom: 
threshold at 120, 220, 230, 280 HU. Positive velocity is from 
right to left
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develops near the nose tip: this would be difficult to be 
accounted for correctly, should the inlet boundary condi-
tions be imposed straight at the nostrils. Moreover, the flow 
velocity outside the nasal cavity is negligibly small every-
where but in the immediate vicinities of the nostrils, lend-
ing support to the simple zero-gradient boundary condition 
employed on the outer surface of the computational box. In 
terms of operator time, the only time-consuming part of the 
procedure is the segmentation of the CT image leading to 
the STL geometry, which requires 15–30  min. We regard 
this as a very positive result, since only a few years ago 
reducing such time down to a few days was described as an 
important advancement [33].

The availability of the full velocity field allows the iden-
tification of its main features and a thorough examination 
of their functional significance. For example, from Fig. 6, 
the sophisticated fluid dynamical design of the nasal cavi-
ties can be appreciated: Generally disadvantageous recir-
culation regions are present only where a longer residence 
time becomes advantageous for the odorant molecules to 
impress the olfactory receptors more effectively. However, 
owing to the lack of true in vivo validation, such results 
should always be critically considered. For example, even 
though several available CFD results are computed with 
turbulence models, depending upon the flow rate, the 
nasal flow can be hardly turbulent in most of the volume, 
although it is clearly massively separated (in the available 
literature, the different notions of turbulent flow and of 
unsteady separated flow are sometimes confused). The spe-
cific flow model did not produce a significant effect on the 
global value of the flow rate, which is found to differ by <
1 % between the laminar and turbulent simulations, further 
indicating that in the present case the majority of the flow 
develops in the laminar regime.

In this paper, we have particularly focused on the effect 
of the choice of the segmentation threshold, something that 
has not received much attention in the literature. Indeed, 
significantly changing the value of the threshold intro-
duces evident visual effects in the reconstructed volume. 
In general, decreasing the threshold value implies that the 
air volume within the nasal cavity decreases; at some point, 
the large sinuses, which communicate with the main ducts 
through relatively small orifices, the ostii, become excluded 
from the volume of interest, as shown in Fig. 9.

In terms of quantitative results, the parametric study pre-
sented here explicitly addresses for the first time the sen-
sitivity of the solution (or, at least, of some global charac-
teristics of the solution) to the segmentation threshold. It is 
interesting to note that our results (cfr. Fig. 8) suggest, for 
both nostrils, the existence of a plateau between 240 and 

220  HU where the flow rate presents minimal changes. 
This is precisely where visual inspection indicates the geo-
metric reconstruction to be most accurate. Moreover, it can 

be appreciated how only the extreme values of threshold 
produce reconstructed volumes with significant differences. 
However, even in these cases, the flow field does not show 
evident misrepresentations and the computed global quan-
tities present only modest variations, owing to the limited 
impact of the large sinuses on the overall flow features. 
Most of the changes in a global quantity like the flow rate 
can be simply ascribed to the change in volume, with the 
inner velocity field being only marginally affected by the 
geometric changes.

The comparison of the flow rates in the right and left 
passageways shows that halving the axial resolution of 
the CT scan affects a global result like the flow rate by a 
change of the order of 1  %. This can be appreciated by 
looking again at Fig.  8, where the points from the lower-
resolution reconstruction are indicated with open symbols. 
Overall, these changes are entirely in line with the small 
changes that are introduced by the unavoidable uncertainty 
in the segmentation levels. However, there is an indication 
that, owing to the complex three-dimensional geometry of 
the nasal cavity, it would be desirable to employ a CT scan 
with as isotropic a spatial resolution as possible.

5 � Conclusions

In this work, we have described a preliminary, yet essential 
step toward making CFD analysis of the nasal passageways 
a useful tool in the daily ENT practice. Two issues are dis-
cussed: How the quantitative outcome of the CFD analysis 
depends upon the quality of the available CT scan, and how 
the choice for a radiodensity threshold affects the accuracy 
of the reconstructed nasal cavity and, consequently, the 
computed flow field. Our results indicate that a standard 
CT scan should be enough to produce robust results. On the 
other hand, the choice of the radiodensity threshold may 
become a critical issue, since global features of the flow 
like the mass flow rate show a non-negligible dependence 
upon this parameter. However, most of this dependence 
can simply be ascribed to the volumetric changes of the 
considered geometry, with the inner flow field being only 
marginally affected. Moreover, we have found that, when 
the threshold is set by the operator in such a way that the 
reconstruction presents reasonable details from an anatomi-
cal standpoint, a plateau does exist where even the global 
flow rate depends weakly, if at all, on the segmentation 
threshold.

Of course, it remains to be assessed whether and how 
this relative robustness of the CFD procedure applies to 
the fine-scale details of the flow. This is a necessary further 
step that can be meaningfully carried out once a particular 
mathematical and physical model (e.g. Large Eddy Simula-
tion vs Reynolds-Averaged Navier–Stokes equations) and 
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a specific turbulence model are chosen. Thus, the results 
obtained so far are not yet conclusive in this respect, but do 
allow for an optimistic outlook.
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