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#### Abstract

A numerical method for the direct numerical simulation of the incompressible Navier-Stokes equations in rectangular and cylindrical geometries is presented. The method is designed for efficient shared-memory and distributed-memory parallel computing by using commodity hardware. A novel parallel strategy is implemented to minimize the amount of inter-node communication and by avoiding a global transpose of the data. The method is based on Fourier expansions in the homogeneous directions and fourth-order accurate, compact finite-difference schemes over a variable-spacing mesh in the wall-normal direction. Thanks to the small communication requirements, the computing machines can be connected each other with standard, low-cost network devices. The amount of physical memory deployed to each computing node can be minimal, since the global memory requirements are subdivided amongst the computing machines. The layout of a simple, dedicated and optimized computing system is described, and detailed instructions on how to assemble, install and configure such computing system are given. The basic structure of a numerical code implementing the method is briefly discussed.
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## 1. INTRODUCTION

The direct numerical simulation (DNS) of the Navier-Stokes equations for incompressible fluids in geometrically simple, low-Reynolds number turbulent wall flows has become in the last years a valuable tool for basic turbulence research [16]. Among the most important such flows, one can mention turbulent plane channel flows and boundary layers,
turbulent pipe flows, and flows in ducts with annular cross-sections. The former naturally call for the use of a cartesian coordinate system, while the Navier-Stokes equations written in cylindrical coordinates are well suited for the numerical simulation of the latter.

The relevance of such flows is enormous, from the point of view of practical interest and basic turbulence research, and a number of studies exists, based on the DNS of the Navier-Stokes equations, concerning simple flows in cartesian coordinates. Flows which can be easily described in cylindrical coordinates are by no means less interesting; the cylindrical pipe flow, for example, is one of the of the cornerstones in the study of transition to turbulence and fully developed wall turbulent flows, since the pionieristic experimental work by O.Reynolds [27]. Annular duct flows play a role in important engineering applications like axial, coaxial and annular jets with and without swirl, and bear speculative interest, since the effects of the transverse curvature can significantly affect the mean flow and the low-order turbulence statistics, as numerically demonstrated first by Neves et al.[21]. The effects of streamwise curvature on the flow, described for example in [7] and [18], are even more important; flows with high streamwise curvature have been only recently addressedd through DNS [20].

Despite their practical relevance, turbulent flows in pipes and circular ducts have not been studied so deeply through DNS as their planar counterparts. This can be at least partially ascribed to the numerical difficulties associated with the cylindrical coordinate system. The first DNS of turbulent pipe flow by Eggels et al.[5] dates 7 years later than its planar counterpart [10], and in the following years a limited number of papers has followed. The turbulent flow in an annular duct has been only recently simulated for the first time with a DNS by Quadrio and Luchini [25], by using a preliminary version of the cylindrical numerical method described in this paper.
For the cartesian coordinate system, a very effective formulation of the equations of motion was presented almost 15 years ago by Kim, Moin \& Moser in [10], their widelyreferenced work on the DNS of turbulent plane channel flow. This formulation has since then been employed in many of the DNSs of turbulent wall flows in planar geometries. It consists in the replacement of the continuity and momentum equations written in primitive variables with two scalar equations, one (second-order) for the normal component of vorticity and one (fourth-order) for the normal component of velocity, much as the OrrSommerfeld and Squire decomposition of linear stability problems. In this way pressure disappears from the equations, and the two wall-parallel velocity components are easily computed through the solution of a $2 \times 2$ algebraic system (a cheap procedure from a computational point of view), when a Fourier expansion is adopted for the homogeneous directions. A high computational efficiency can thus be achieved. This particular formulation of the Navier-Stokes equation does not call for any particular choice for the discretization of the differential operators in the wall-normal direction. Many researchers have used spectral methods (mainly Chebyshev polynomials) in this direction too, even if in more recent years the use of finite difference schemes has seen growing popularity [16].

The extension of the efficient cartesian formulation to the cylindrical case is not obvious. Most of the existing numerical studies of turbulent flow in cylindrical coordinates write the governing equations in primitive variables, and use each a different numerical method: they range from second-order finite-difference schemes [22] to finite volumes [28] to complex spectral multi-domain techniques (as in [13] and [15]), but most often remain within the pressure-correction approach. The work [21] by Neves et al.is based on a spectral discretization, but calculation of pressure is still needed for the numerical solution
of the equations. Moser, Moin \& Leonard in [19] presented a method based on a spectral expansion of the flow variables which inherently satisfies the boundary conditions and the continuity equations; this method has been subsequently used in [18] for the simulation of the turbulent flow over a wall with mild streamwise curvature. They indicate that the computational cost of the cylindrical solver is significantly higher than that for the cartesian case, for a given number of degrees of freedom.
The use of cylindrical coordinates is particularly hampered by the unwanted increase of the azimuthal resolution of the computational domain with decreasing radial coordinate. This is the main reason why DNS of the turbulent flow in an annular pipe has proven to be so difficult. The transversal resolution of DNS calculations is known to be crucial for the reliability of the computed turbulence statistics, especially in the near-wall region. If the azimuthal resolution is set according to the needs of the outer region of the computational domain, a waste of computational resources and potential stability problems are determined when the inner region is approached. If, on the other hand, the spatial discretization is adapted to the inner region, the turbulent scales are gradually less and less resolved in the azimuthal direction when the inner region is approached.

XXX CHECK In this paper we describe a numerical method designed for the DNS of turbulent wall flows both in cartesian and cylindrical coordinates. It can take advantage of parallel computing and works well on commodity hardware. The numerical method for the cartesian coordinate system solves the equations in the form described in [10] and recalled in $\S 2$. We will illustrate in $\S 3$ the main properties of the scheme concerning spatial and temporal discretization, as well as the use of compact, high-order finite differences for the wall-normal direction. The parallel strategy will be discussed in $\S 4$. A dedicated, low-cost computing machine, specialized to run efficiently a computer code based on this method, will be described in $\S 5$. We call this machine a Personal Supercomputer, since it gives the user perhaps less peak computing power when compared to a real supercomputer, but allows him to achieve a larger throughput, on a time scale typical of a research work.

The closely related method for the cylindrical coordinate system is then presented. First in $\S 6$ the governing equations for radial velocity and radial vorticity are worked out in a form suitable to keep the very same structure of the cartesian code. Numerical issues will be addressed in $\S 7$, by emphasizing the differences with the cartesian case. Moreover, in $\S 7.5$ a strategy for avoiding the unnecessary clustering of azimuthal resolution near the inner wall is introduces. While no particular difficulty is foreseen, we have not yet managed to consider the axis singularity, so that the cylindrical code can presently run only for geometries with an inner wall.

Further details are given in the Appendices. In Appendix A the main steps to design, install and configure a Personal Supercomputer are given. Further information can be requested from the Authors. In Appendix B the basic strucure of a computer code which implements the numerical method described herein is discussed, limited to the serial version of the cartesian code.

## 2. CARTESIAN COORDINATES: THE GOVERNING EQUATIONS

In this Section we recall the derivation of the equations of motion for the wall-normal velocity and wall-normal vorticity, as illustrated in [10]. In $\S 6$ the same formulation will be extended to cylindrical coordinates.

### 2.1. Problem definition



FIG. 1. Sketch of the computational domain for the cartesian coordinate system.

The cartesian coordinate system is illustrated in figure 1, where a sketch of an indefinite plane channel is shown: $x, y$ and $z$ denote the streamwise, wall-normal and spanwise coordinates, and $u, v$ and $w$ the respective components of the velocity vector. The flow is assumed to be periodic in the streamwise and spanwise directions. The lower wall is at position $y_{\ell}$ and the upper wall at position $y_{u}$. The reference length $\delta$ is taken to be one half of the channel height:

$$
\delta=\frac{y_{u}-y_{\ell}}{2}
$$

Once an appropriate reference velocity $U$ is chosen, a Reynolds number can be defined as:

$$
\operatorname{Re}=\frac{U \delta}{\nu}
$$

where $\nu$ is the kinematic viscosity of the fluid.
The non-dimensional Navier-Stokes equations for an incompressible fluid in cartesian coordinates can then be written as:

$$
\begin{gather*}
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}=0  \tag{1}\\
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}+v \frac{\partial u}{\partial y}+w \frac{\partial u}{\partial z}=-\frac{\partial p}{\partial x}+\frac{1}{\operatorname{Re}} \nabla^{2} u  \tag{2a}\\
\frac{\partial v}{\partial t}+u \frac{\partial v}{\partial x}+v \frac{\partial v}{\partial y}+w \frac{\partial v}{\partial z}=-\frac{\partial p}{\partial y}+\frac{1}{\operatorname{Re}} \nabla^{2} v  \tag{2b}\\
\frac{\partial w}{\partial t}+u \frac{\partial w}{\partial x}+v \frac{\partial w}{\partial y}+w \frac{\partial w}{\partial z}=-\frac{\partial p}{\partial z}+\frac{1}{\operatorname{Re}} \nabla^{2} w \tag{2c}
\end{gather*}
$$

The differential problem is closed when an initial condition for all the fluid variables is specified, and suitable boundary conditions are chosen. At the wall the no-slip condition is physically meaningful. Periodic boundary conditions are usually employed in the $x$ and $z$ directions, where either the problem is homogeneous in wall-parallel planes, or a fringeregion technique [1] is adopted to address a non-homogeneous problem. See however [26] for a critical discussion of the subject. Once the periodicity assumption is made for
both the streamwise and spanwise directions, the equations of motion can be conveniently Fourier-transformed along the $x$ and $z$ coordinates.

### 2.2. Equation for the wall-normal vorticity component

The wall-normal component of the vorticity vector, which we shall indicate with $\eta$, is defined as

$$
\eta=\frac{\partial u}{\partial z}-\frac{\partial w}{\partial x}
$$

and after transforming in Fourier space it is given by:

$$
\begin{equation*}
\hat{\eta}=i \beta \hat{u}-i \alpha \hat{w} \tag{3}
\end{equation*}
$$

where the hat indicates Fourier-transformed quantities, $i$ is the imaginary unit, and the symbols $\alpha$ and $\beta$ respectively denote the streamwise and spanwise wave numbers. A onedimensional second-order evolutive equation for $\hat{\eta}$ which does not involve pressure can be easily written, following for example [10], by taking the $y$ component of the curl of the momentum equation, obtaining:

$$
\begin{equation*}
\frac{\partial \hat{\eta}}{\partial t}=\frac{1}{\operatorname{Re}}\left(D_{2}(\hat{\eta})-k^{2} \hat{\eta}\right)+i \beta \widehat{H U}-i \alpha \widehat{H W} \tag{4}
\end{equation*}
$$

In this equation, $D_{2}$ denotes the second derivative in the wall-normal direction, $k^{2}=$ $\alpha^{2}+\beta^{2}$, and the nonlinear terms are grouped in the following definitions:

$$
\begin{align*}
& \widehat{H U}=i \alpha \widehat{u u}+D_{1}(\widehat{u v})+i \beta \widehat{u w}  \tag{5a}\\
& \widehat{H V}=i \alpha \widehat{u v}+D_{1}(\widehat{v v})+i \beta \widehat{v w}  \tag{5b}\\
& \widehat{H W}=i \alpha \widehat{u w}+D_{1}(\widehat{v w})+i \beta \widehat{w w} \tag{5c}
\end{align*}
$$

The numerical solution of equation (4) requires an initial condition for $\hat{\eta}$, which can be computed from the initial condition for the velocity field. The periodic boundary conditions in the homogeneous directions are automatically satisfied thanks to the Fourier expansions, whereas the no-slip condition for the velocity vector translates in $\hat{\eta}=0$ to be imposed at the two walls at $y=y_{\ell}$ and $y=y_{u}$.

### 2.3. Equation for the wall-normal velocity component

An equation for the wall-normal velocity component $\hat{v}$, which does not involve pressure, is derived in [10] by summing (2a) derived two times w.r.t. $x$ and $y$, and (2c) derived two times w.r.t. $y$ and $z$, then subtracting ( 2 b ) derived w.r.t. $x$ and $x$ and substracting once again after derivation w.r.t. $z$ and $z$. Further simplifications are obtained by invoking the continuity equation to cancel some terms, eventually obtaining the following fourth-order evolutive equation for $\hat{v}$ :

$$
\begin{align*}
\frac{\partial}{\partial t}\left(D_{2}(\hat{v})-k^{2} \hat{v}\right)=\frac{1}{\operatorname{Re}}\left(D_{4}(\hat{v})-2 k^{2} D_{2}(\hat{v})\right. & \left.+k^{4} \hat{v}\right) \\
& +  \tag{6}\\
& \quad k^{2} \widehat{H V}-D_{1}(i \alpha \widehat{H U}+i \beta \widehat{H W}) .
\end{align*}
$$

This scalar equation can be solved numerically once an initial condition for $\hat{v}$ is known. The periodic boundary conditions in the homogeneous directions are automatically satisfied
thanks to the Fourier expansions, whereas the no-slip condition for the velocity vector immediately translates in $\hat{v}=0$ to be imposed at the two walls at $y=y_{\ell}$ and $y=y_{u}$. The continuity equation written at the two walls makes evident that the additional two boundary conditions required for the solution of the fourth-order equation (6) are $D_{1}(\hat{v})=0$ at $y=y_{\ell}$ and $y=y_{u}$.

### 2.4. Velocity components in the homogeneous directions

If the nonlinear terms are considered to be known, as is the case when such terms are treated explicitly in the time discretization, the two equations (4) and (6) become uncoupled and, after proper time discretization, can be solved for advancing the solution by one time step, provided the nonlinear terms ( 5 a )-( 5 c ) and their spatial derivatives can be calculated. To this aim, one needs to know how to compute $\hat{u}$ and $\hat{w}$ at a given time starting with the knowledge of $\hat{v}$ and $\hat{\eta}$. By using the definition (4) of $\hat{\eta}$ and the continuity equation (1) written in Fourier space, a $2 \times 2$ algebraic system can be written for the unknowns $\hat{u}$ and $\hat{w}$; its analytical solution reads:

$$
\left\{\begin{array}{l}
\hat{u}=\frac{1}{k^{2}}\left(i \alpha D_{1}(\hat{v})-i \beta \hat{\eta}\right)  \tag{7}\\
\hat{w}=\frac{1}{k^{2}}\left(i \alpha \hat{\eta}+i \beta D_{1}(\hat{v})\right)
\end{array}\right.
$$

The present method therefore enjoys its highest computational efficiency only when Fourier discretization is used in the homogeneous directions.

### 2.4.1. Mean flow in the homogeneous directions

The preceding system (7) is singular when $k^{2}=0$. This is a consequence of having obtained Eqns. (4) and (6) from the initial differential system through a procedure involving spatial derivatives.

Let us introduce a plane-average operator:

$$
\tilde{f}=\frac{1}{L_{x}} \frac{1}{L_{z}} \int_{0}^{L_{x}} \int_{0}^{L_{z}} f \mathrm{~d} x \mathrm{~d} z
$$

The space-averaged streamwise velocity $\widetilde{u}=\widetilde{u}(y, t)$ is a function of wall-normal coordinate and time only, and in Fourier space it corresponds to the Fourier mode for $k=0$. The same applites to the spanwise component $\widetilde{w}$. With the present choice of the reference system, with the $x$ axis aligned with the mean flow, the temporal average of $\widetilde{u}$ is the streamwise mean velocity profile, whereas the temporal average of $\widetilde{w}$ will be zero throughout the channel (within the limits of the temporal discretization). This nevertheless allows $\widetilde{w}$ at a given time and at a given distance from the wall to be different from zero.
Two additional equations must be written to calculate $\widetilde{u}$ and $\widetilde{w}$; they can be worked out by applying the linear plane-average operator to the relevant components of the momentum equation:

$$
\begin{aligned}
& \frac{\partial \widetilde{u}}{\partial t}=\frac{1}{\operatorname{Re}} D_{2}(\widetilde{u})-D_{1}(\widetilde{u v})+f_{x} \\
& \frac{\partial \widetilde{w}}{\partial t}=\frac{1}{\operatorname{Re}} D_{2}(\widetilde{w})-D_{1}(\widetilde{v w})+f_{z}
\end{aligned}
$$

In these expressions, $f_{x}$ and $f_{z}$ are the forcing terms needed to force the flow through the channel against the viscous resistence of the fluid. For the streamwise direction, $f_{x}$ can be an imposed mean pressure gradient, and in the simulation the flow rate through the channel will oscillate in time around its mean value. $f_{x}$ can also be a time-dependent spatially uniform pressure gradient, that has to be chosen in such a way that the flow rate remains constant in time at an imposed. The same distinction applies to the spanwise forcing term $f_{z}$ : in this case however the imposed mean pressure gradient or the imposed mean flow rate is zero, while the other quantity will be zero only after time average.

## 3. CARTESIAN COORDINATES: THE NUMERICAL METHOD

In this Section the discretization of the continuous differential problem is illustrated. The spectral expansion in the homogeneous directions is a standard approach, whereas the finite-difference discretization of the wall-normal direction with explicit compact scheme will be reported with some detail, as well as the temporal discretization that permits the achievement of a substantial memory saving.

### 3.1. Spatial discretization in the homogeneous directions

The equations written in Fourier space readily call for an expansion of the unknown functions in terms of truncated Fourier series in the homogeneous directions. For example the wall-normal component $v$ of the velocity vector is represented as:

$$
\begin{equation*}
v(x, z, y, t)=\sum_{h=-n x / 2}^{+n x / 2} \sum_{\ell=-n z / 2}^{+n z / 2} \hat{v}_{h \ell}(y, t) \mathrm{e}^{i \alpha x} \mathrm{e}^{i \beta z} \tag{8}
\end{equation*}
$$

where:

$$
\alpha=\frac{2 \pi h}{L_{x}}=\alpha_{0} h ; \quad \beta=\frac{2 \pi \ell}{L_{z}}=\beta_{0} \ell .
$$

Here $h$ and $\ell$ are integer indexes corresponding to the streamwise and spanwise direction respectively, and $\alpha_{0}$ and $\beta_{0}$ are the fundamental wavenumbers in these directions, defined in terms of the streamwise and spanwise lengths $L_{x}=2 \pi / \alpha_{0}$ and $L_{z}=2 \pi / \beta_{0}$ of the computational domain. The computational parameters given by the streamwise and spanwise lenght of the computational domain, $L_{x}$ and $L_{z}$, and the truncation of the series, $n x$ and $n z$, must be chosen so as to miminize computational errors. See again [26] for details regarding the proper choice of a value of $L_{x}$.

The numerical evaluation of the non linear terms in Eqns. (4) and (6) would require computationally expensive convolutions in Fourier space. The same evaluation can be performed efficiently by first transofrming the three Fourier components of velocity back in physical space, multiplyng them in all six possible pair combinations and eventually retransforming the results into the Fourier space. Fast Fourier Transform algorithms are used to move from Fourier- to physical space and viceversa. The aliasing error is removed by expanding the number of modes by a factor of at least $3 / 2$ before the inverse Fourier transforms, to avoid the introduction of spurious energy from the high-frequency into the low-frequency modes during the calculation.

### 3.2. Time discretization

Time integration of the equations is performed by a partially-implicit method, implemented in such a way as to reduce the memory requirements of the code to a minimum,
by exploiting the finite-difference discretization of the wall-normal direction. The use of a partially-implicit scheme is a common approach in DNS [10]: the explicit part of the equations can benefit from a higher-accuracy scheme, while the stability-limiting viscous part is subjected to an implicit time advancement, thus relieving the stability constraint on the time-step size $\Delta t$. Our preferred choice, following [17, 9], is to use an explicit third-order, low-storage Runge-Kutta method for the integration of the explicit part of the equations, and an implicit second-order Crank-Nicolson scheme is used for the implicit part. This scheme has been anyway embedded in a modular coding implementation that allows us to change the time-advancement scheme very easily without otherwise affecting the structure of the code. In fact, we have a few other time-advancement schemes built into the code for testing purposes. Here we present the time-discretized version of Eqns. (4) and (6) for a generic wavenumber pair and a generic two-levels scheme for the explicitly-integrated part coupled with the implicit Crank-Nicolson scheme:

$$
\begin{gather*}
\frac{\lambda}{\Delta t} \hat{\eta}_{h \ell}^{n+1}-\frac{1}{\operatorname{Re}}\left[D_{2}\left(\hat{\eta}_{h \ell}^{n+1}\right)-k^{2} \hat{\eta}_{h \ell}^{n+1}\right]= \\
\frac{\lambda}{\Delta t} \hat{\eta}_{h \ell}^{n}+\frac{1}{\operatorname{Re}}\left[D_{2}\left(\hat{\eta}_{h \ell}^{n}\right)-k^{2} \hat{\eta}_{h \ell}^{n}\right]+ \\
\theta\left(i \beta_{0} \ell \widehat{H U}_{h \ell}-i \alpha_{0} h \widehat{H W}_{h \ell}\right)^{n}+\xi\left(i \beta_{0} \ell \widehat{H U}_{h \ell}-i \alpha_{0} h \widehat{H W}_{h \ell}\right)^{n-1}  \tag{9}\\
\frac{\lambda}{\Delta t}\left(D_{2}\left(\hat{v}_{h \ell}^{n+1}\right)-k^{2} \hat{v}_{h \ell}^{n+1}\right)-\frac{1}{\operatorname{Re}}\left[D_{4}\left(\hat{v}_{h \ell}^{n+1}\right)-2 k^{2} D_{2}\left(\hat{v}_{h \ell}^{n+1}\right)+k^{4} \hat{v}_{h \ell}^{n+1}\right]= \\
\frac{\lambda}{\Delta t}\left(D_{2}\left(\hat{v}_{h \ell}^{n}\right)-k^{2} \hat{v}_{h \ell}^{n}\right)+\frac{1}{\operatorname{Re}}\left[D_{4}\left(\hat{v}_{h \ell}^{n}\right)-2 k^{2} D_{2}\left(\hat{v}_{h \ell}^{n}\right)+k^{4} \hat{v}_{h \ell}^{n}\right]+ \\
\theta\left(-k^{2} \widehat{H V}_{h \ell}-D_{1}\left(i \alpha_{0} h \widehat{H U}_{h \ell}+i \beta_{0} \ell \widehat{H W}_{h \ell}\right)\right)^{n}+ \\
\xi\left(-k^{2} \widehat{H V}_{h \ell}-D_{1}\left(i \alpha_{0} h \widehat{H U}_{h \ell} i \beta_{0} \ell \widehat{H W}\right.\right.  \tag{10}\\
h \ell))^{n-1}
\end{gather*}
$$

The three coefficients $\lambda, \theta$ and $\xi$ define a particular time-advancement scheme. For the simplest case of a 2 nd-order Adams-Bashfort, for example, we have $\lambda=2, \theta=3$ and $\xi=-1$.

The procedure to solve these discrete equations is made by two distinct steps. In the first step, the RHSs corresponding to the explicitly-integrated parts part have to be assembled. In the representation (8), at a given time the Fourier coefficients of the variables are represented at different $y$ positions; hence the velocity products can be computed through inverse/direct FFT in wall-parallel planes. Their spatial derivatives are then computed: spectral accuracy can be achieved for wall-parallel derivatives, whereas the finite-differences compact schemes described in $\S 3.3$ are used in the wall-normal direction. These spatial derivatives are eventually combined with values of the RHS at previous time levels. The whole $y$ range from one wall to the other must be considered.

The second step involves, for each $\alpha, \beta$ pair, the solution of a set of two ODEs, derived from the implicitly integrated viscous terms, for which the RHS is now known. A finitedifferences discretization of the wall-normal differential operators produces two real banded matrices, in particular pentadiagonal matrices when a 5-point stencil is used. The solution of the resulting two linear systems gives $\hat{\eta}_{h \ell}^{n+1}$ and $\hat{v}_{h \ell}^{n+1}$, and then the planar velocity components $\hat{u}_{h \ell}^{n+1}$ and $\hat{w}_{h \ell}^{n+1}$ can be computed by solving system (7) for each wavenumber pair. For each $\alpha, \beta$ pair, the solution of the two ODEs requires the simultaneous knowledge
of their RHS in all $y$ positions. The whole $\alpha, \beta$ space must be considered. In the $\alpha-\beta-y$ space the first step of this procedure proceeds per wall-parallel planes, while the second one proceeds per wall-normal lines.

### 3.2.1. A memory-saving implementation

A memory-efficient implementation of the time integration procedure is possible, by leveraging the finite-difference discretization of the wall normal derivative. As an example, let us consider the following differential equation for the one-dimensional vector $\mathbf{f}=\mathbf{f}(y)$ :

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{f}}{\mathrm{~d} t}=\mathcal{N}(\mathbf{f})+A \cdot \mathbf{f} \tag{11}
\end{equation*}
$$

where $\mathcal{N}$ denotes non-linear operations on $\mathbf{f}$, and $A$ is the coefficient matrix which describes the linear part. After time discretization of this generic equation, that has identical structure to both the $\hat{\eta}$ and $\hat{v}$ equations, the unknown at time level $n+1$ stems from the solution of the linear system:

$$
\begin{equation*}
(A+\lambda I) \cdot \mathbf{f}=\mathbf{g} \tag{12}
\end{equation*}
$$

where $\mathbf{g}$ is given by a linear combination (with suitable coefficients which depend on the particular time integration scheme and, in the case of Runge-Kutta methods, on the particular sub-step too) of $\mathbf{f}, \mathcal{N}(\mathbf{f})$ and $A \cdot \mathbf{f}$ evaluated at time level $n$ and at a number of previous time levels. The number of previous time levels depends on the chosen explicit scheme. For the present, low-storage Runge-Kutta scheme, only the additional level $n-1$ is required.

The quantities $\mathbf{f}, \mathcal{N}(\mathbf{f})$ and $A \cdot \mathbf{f}$ can be stored in distinct arrays, thus resulting in a memory requirement of 7 variables per point for a two-levels time integration scheme. An obvious, generally adopted optimization is the incremental build into the same array of the linear combination of $\mathbf{f}, \mathcal{N}(\mathbf{f})$ and $A \cdot \mathbf{f}$, as soon as the single addendum becomes available. The RHS can then be efficiently stored in the array $\mathbf{f}$ directly, thus easily reducing the memory requirements down to 3 variables per point.

The additional optimization we are able to enforce here relies on the finite-difference discretization of the wall-normal derivatives. Referring to our simple example, the incremental build of the linear combination is performed contemporary to the computation of $\mathcal{N}(\mathbf{f})$ and $A \cdot \mathbf{f}$, the result being stored into the same array which already contained $\mathbf{f}$. The finite-difference discretization ensures that, when dealing with a given $y$ level, only a little slice of values of $\mathbf{f}$, centered at the same $y$ level, is needed to compute $\mathcal{N}(\mathbf{f})$. Hence just a small additional memory space, of the same size of the finite-difference stencil, must be provided, and the global storage space reduces to two variables per point for the example equation (11).
The structure of the time integration procedure implemented in our DNS code is symbolically shown in the bottom chart of figure 2 , and compared with the standard approach, illustrated in the top chart. Within the latter approach, in a main loop over the wall-parallel planes (integer index $j$ ) the velocity products are computed pseudo-spectrally with planar FFT, their spatial derivatives are taken and the result is eventually stored in the threedimensional array $\mathbf{n l}$. After the loop has completed, the linear combination of $\mathbf{f}, \mathbf{n l}$ and $A \cdot \mathbf{f}$ is assembled in a temporary two-dimensional array $r h s$, then combined into the three-dimensional array $\mathbf{f}$ with the contribution from the previous time step, and eventually stored in the three-dimensional array rhsold for later use. The RHS, which uses the storage space of the unknown itself, permits now to solve the linear system which yields


FIG. 2. Comparison between the standard implementation of a two-level time-advancement scheme (top), and the present, memory-efficient implementation (bottom). Variables printed in bold require three-dimensional storage space, while italics marks temporary variables which can use two-dimensional arrays. Greek letters denote coefficients defining a particular time scheme. The present implementation reduces the required memory space for a single equation from 3 to 2 three-dimensional variables.
the unknown at the future time step, and the procedure is over, requiring storage space for 3 three-dimensional arrays.

The flow chart on the bottom of figure 2 illustrates the present approach. In the main loop over wall-parallel planes, not only the non-linear terms are computed, but the RHS of the linear system is assembled plane-by-plane and stored directly in the three-dimensional array $f$, provided the value of the unknown in a small number of planes ( 5 when a 5 -point finite-difference stencil is employed) is conserved. As a whole, this procedure requires only 2 three-dimensional arrays for each scalar equation.

### 3.3. High-accuracy compact, explicit finite-difference schemes

The discretization of the wall-normal derivatives $D_{1}, D_{2}$ and $D_{4}$, required for the numerical solution of the present problem, is performed through finite difference (FD) compact schemes [11] with fourth-order accuracy over a computational molecule composed by five arbitrarily spaced (with smooth stretching) grid points. We indicate here with $d_{1}^{j}(i), i=-2, \ldots, 2$ the five coefficients discretizing the exact operator $D_{1}$ over five adjacent grid points centered at $y_{j}$ :

$$
\left.D_{1}(f(y))\right|_{y=y_{j}}=\sum_{i=-2}^{2} d_{1}^{j}(i) f\left(y_{j+i}\right) .
$$

The basic idea of compact schemes can be most easily understood by thinking of a standard FD formula in Fourier space as a polynomial interpolation of a trascendent function, with the degree of the polynomial corresponding to the formal order of accuracy of the FD formula. Compact schemes improve the interpolation by replacing the polynomial with a ratio of two polynomials, i.e. with a rational function. This obviously increases the number of available coefficients, and moreover gives control over the behavior at infinity (in frequency space) of the interpolant, whereas a polynomial necessarily diverges. This allows a compact FD formula to approximate a differential operator in a wider frequency range, thus achieving resolution properties similar to those of spectral schemes [11].

Compact schemes are also known as implicit finite-differences schemes, because they typically require the inversion of a linear system for the actual calculation of a derivative [11, 14]. Here we are able to use compact, fourth-order accurate schemes at the cost of explicit schemes, owing to the absence of the third-derivative operator from the equations of motion. Thanks to this property, it is possible to find rational function approximations for the required three FD operators, where the denominator of the function is always the same, as highlighted first in the original Gauss-Jackson-Noumerov compact formulation exploited in his seminal work by Thomas [30], concerning the numerical solution of the Orr-Sommerfeld equations.

To illustrate Thomas' method, let us consider an 4th-order one-dimensional ordinary differential equation, linear for simplicity, in the form:

$$
\begin{equation*}
D_{4}\left(a_{4} f\right)+D_{2}\left(a_{2} f\right)+D_{1}\left(a_{1} f\right)+a_{0} f=g, \tag{13}
\end{equation*}
$$

where the coefficients $a_{i}=a_{i}(y)$ are arbitrary functions of the independent variable $y$, and $g=g(y)$ is a known RHS. Let us moreover suppose that a differential operator, for example $D_{4}$, is approximated in frequency space as the ratio of two polynomials, say $\mathcal{D}_{4}$ and $\mathcal{D}_{0}$. Polynomials like $\mathcal{D}_{4}$ and $\mathcal{D}_{0}$ have their counterpart in physical space, and $d_{4}$ and $d_{0}$ are the corresponding FD operators. The key point is to impose that all the differential operators
appearing in the example equation (13) admit a representation such as the preceding one, in which the polynomial $\mathcal{D}_{0}$ at the denominator remains the same.

Eq. (13) can thus be recast in the new, discretized form:

$$
d_{4}\left(a_{4} f\right)+d_{2}\left(a_{2} f\right)+\ldots+d_{1}\left(a_{1} f\right)+d_{0}\left(a_{0} f\right)=d_{0}(g),
$$

and this allows us to use explicit FD formulas, provided the operator $d_{0}$ is applied to the right-hand-side of our equations. The overhead related to the use of implicit finite difference schemes disppears, while the advantage of using high-accuracy compact schemes is retained.

### 3.3.1. Calculation of the finite-difference coefficients

The actual computation of the coefficients $d_{0}, d_{1}, d_{2}$ and $d_{4}$ to obtain a formal accuracy of order 4 descends from the requirement that the error of the discrete operator $d_{4} d_{0}^{-1}$ decreases with the step size according to a power law with the desired exponent -4 . In practice, following a standard procedure in the theory of Pade approximants [24], this can be enforced by choosing a set $t_{m}$ of polynomials of $y$ of increasing degree:

$$
\begin{equation*}
t_{m}(y)=1, y, y^{2}, \ldots, y^{m} \tag{14}
\end{equation*}
$$

by analytically calculating their derivatives $D_{4}\left(t_{m}\right)$, and by imposing that the discrete equation:

$$
\begin{equation*}
d_{4}\left(t_{m}\right)-d_{0}\left(D_{4}\left(t_{m}\right)\right)=0 \tag{15}
\end{equation*}
$$

is verified for the nine polynomials from $m=0$ up to $m=8$.
Our computational stencil contains 5 grid points, so that the unknown coefficients $d_{0}$ and $d_{4}$ are 10. There is however a normalization condition, and we can write the equations in a form where for example:

$$
\begin{equation*}
\sum_{i=-2}^{2} d_{0}(i)=1 \tag{16}
\end{equation*}
$$

The other 9 conditions are given by Eqn. (15) evaluated for $m=0,1, \ldots 8$. We thus can set up, for each distance from the wall, a $10 \times 10$ linear system which can be easily solved for the unknown coefficients. The coefficients of the derivatives of lesser degree are derived from analogous relations, leading to two $5 \times 5$ linear systems once the $d_{0}$ 's are known. An additional further simplification is possible. Since the polynomials (14) have vanishing $D_{4}$ for $m<4$, thanks to the normalization condition (16) the $10 \times 10$ system can be split into two $5 \times 5$ subsystems, separately yielding the coefficients $d_{0}$ and $d_{4}$.
Due to the turbulence anisotropy, the use of a mesh with variable size in the wallnormal direction is advantageous. The procedure outlined above must then be performed numerically at each $y_{j}$ station, but only at the very beginning of the computations. The computer-based solution of the systems requires a negligible computing time.

We end up with FD operators which are altogether fourth-order accurate; the sole operator $D_{4}$ is discretized at sixth-order accuracy. As suggested in [11] and [14], the use of all the degrees of freedom for achieving the highest formal accuracy might not always be the optimal choice. We have therefore attempted to discretize $D_{4}$ at fourth-order accuracy only, and to spend the remaining degree of freedom to improve the spectral characteristics of all the FD operators at the same time. Our search has shown however that no significant
advantage can be achieved: the maximum of the errors can be reduced only very slightly, and - more important - this reduction does not carry over to the entire frequency range.

The boundaries obviously require non-standard schemes to be designed to properly compute derivatives at the wall. For the boundary points we use non-centered schemes, whose coefficients are computed following the same approach as the interior points, thus preserving by construction the formal accuracy of the method. Nevertheless the numerical error contributed by the boundary presumably carries a higher weight than interior points, albeit mitigated by the non-uniform discretization. A systematic study of this error contribution and of alternative more refined treatments of the boundary are ongoing work.

## 4. THE PARALLEL STRATEGY

In this Section the parallel strategy, hinge of our numerical method, is described. It is designed with the aim to minimizing the amount of communication, so that commodity network hardware can be used. The same strategy can be used in the cylindrical case.

### 4.1. Distributed-memory computers

If the calculations are to be executed in parallel by $p$ computing machines (nodes), data necessarily reside on these nodes in a distributed manner, and communication between nodes will take place. Our main design goal is to keep the required amount of communication to a minimum.

When a fully spectral discretization is employed, a transposition of the whole dataset across the computing nodes is needed every time the numerical solution is advanced by one time (sub)step when non-linear terms are evaluated. This is illustrated for example in the paper by Pelz [23], where parallel FFT algorithms are discussed in reference to the pseudo-spectral solution of the Navier-Stokes equations. Pelz shows that there are basically two possibilities, i.e. using a distributed FFT algorithm or actually transposing the data, and that they essentially require the same amount of communication. The two methods are found in [23] to perform, when suitably optimized, in a comparable manner, with the distributed strategy running in slightly shorter times when a small number of processors is used, and the transpose-based method yielding an asymptotically faster behavior for large $p$. The large amount of communication implies that very fast networking hardware is needed to achieve good parallel performance, and this restrict DNS to be carried out on very expensive computers only.

Of course, when a FD discretization in the $y$ direction is chosen instead of a spectral one, it is conceivable to distribute the unknowns in wall-parallel slices and to carry out the two-dimensional inverse/direct FFTs locally to each machine. Moreover, thanks to the locality of the FD operators, the communication required to compute wall-normal spatial derivatives of velocity products is fairly small, since data transfer is needed only at the interface between contiguous slices. The reason why this strategy has not been used so far is simple: a transposition of the dataset seems just to have been delayed to the second half of the time step advancement procedure. Indeed, the linear systems which stem from the discretization of the viscous terms require the inversion of banded matrices, whose principal dimension span the entire width of the channel, while data are stored in wall-parallel slices.

A transpose of the whole flow field can be avoided however when data are distributed in slices parallel to the walls, with FD schemes being used for wall-normal derivatives. The arrangement of the data across the machines is schematically shown in figure 3: each machine holds all the streamwise and spanwise wavenumbers for $n y / p$ contiguous $y$ positions. As


FIG. 3. Arrangement of data in wall-parallel slices across the channel, for a parallel execution with $p=4$ computing nodes.
said, the planar FFTs do not require communication at all. Wall-normal derivatives needed for the evaluation of the RHSs do require a small amount of communication at the interface between contiguous slices. However, this communication can be avoided at all if, when using a 5 -point stencil, two boundary planes on each internal slice side are duplicated on the neighboring slice. This duplication is obviously a waste of computing time, and translates into an increase of the actual size of the computational problem. However, since the duplicated planes are $4(p-1)$, as long as $p \ll n y$ this overhead is negligible. When $p$ becomes comparable to $n y$, an alternative, slightly different procedure becomes convenient. This alternative strategy is still in development at the present time.

The critical part of the procedure lies in the second half of the time-step advancement, i.e. the solution of the set of two linear systems, one for each $h, \ell$ pair, and the recovery of the planar velocity components: the necessary data just happen to be spread over all the $p$ machines. It is relatively easy to avoid a global transpose, by solving each system in a serial way across the machines: adopting a LU decomposition of the pentadiagonal, distributed matrices, and a subsequent sweep of back-substitutions, only a few coefficients at the interface between two neighboring nodes must be transmitted. The global amount of communication remains very low and, at the same time, local between nearest neighbors only. The problem here is obtaining a reasonably high parallel efficiency: if a single system had to be solved, the computing machines would waste most of their time waiting for the others to complete their task. In other words, with the optimistic assumption of infinite communication speed, the total wall-clock time would be simply equal to the single-processor computing time.

The key observation to obtain high parallel performance is that the number of linear systems to be solved at each time (sub)step is very large, i.e. $(n x+1)(n z+1)$, which is at least $10^{4}$ and sometimes much larger in typical DNS calculations [3]. This allows the solution of the linear systems to be efficiently pipelined as follows. When the LU decomposition of the matrix of the system for a given $h, \ell$ pair is performed (with a standard Thomas algorithm adapted to pentadiagonal matrices), there is a first loop from the top row of the matrix down to the bottom row (elimination of the unknowns), and then a second loop in the opposite direction (back-substitution). The machine owning the first slice performs the elimination in the local part of the matrix, and then passes on the boundary coefficients to the neighboring machine, which starts its elimination. Instead of
waiting for the elimination in the $h, \ell$ system matrices to be completed across the machines, the first machine can now immediately start working on the elimination in the matrix of the following system, say $h, \ell+1$, and so on. After the elimination in the first $p$ systems is started, all the computing machines work at full speed. A synchronization is needed only at the end of the elimination phase, and then the whole procedure can be repeated for the back-substitution phase.

Clearly this pipelined-linear-system (PLS) strategy involves an inter-node communication made by frequent sends and receives of small data packets (typically two lines of a pentadiagonal matrix, or two elements of the RHS array). While the global amount of transmitted data is very small, this poses a serious challenge to out-of-the-box communication libraries, like MPI, which are known to incur in a significant overhead for very small data packets. In fact, we have found unacceptably poor performance when using MPI-type libraries. On the other hand we have succeeded in developing an effective implementation of inter-node communication using only the standard i/o functions provided by the C library. Details of this alternative implementation are illustrated in $\S 5$ and Appendix A.

### 4.2. Estimate of communication requirements

The amount of data which has to be exchanged by each machine for the advancement of the solution by one time step made by 3 Runge-Kutta substeps by the PLS method can be quantified as follows. The number of bytes $D_{p}$ transmitted and received by each computing node for $p>2$ and in one complete time step is:

$$
D_{p}=3 \times 8 \times n x \times n z \times 88=2112 n x \times n z
$$

where 3 is the number of temporal substeps, 8 accounts for 8 -bytes variables, and 88 is the total number of scalar variables that are exchanged at the slice interfaces for each wavenumber pair (during solution of the linear systems and of the algebraic system to compute $\hat{u}$ and $\hat{w}$ ). To quantify, in a simulation with $n x=n y=n z=128 D_{p}$ amounts to $\approx 276$ MBit of network traffic. It is interesting to note that $D_{p}$ is linear in the total number of Fourier modes $n x \times n z$, but is independent upon $n y$. Moreover, the amount of traffic does not change when $p$ increases.

To appreaciate this estimate, we can also carry out the same estimate when a standard parallel FFT, i.e. the transpose method, is used. In this case the amount of data (in bytes) $D_{t}$ exchanged by each machine for the complete advancement by one time step method is as follows:

$$
D_{t}=3 \times 8 \times(p-1) \frac{n x}{p} \times \frac{3}{2} \frac{n z}{p} \times n y \times 18=648 \frac{p-1}{p^{2}} n x \times n z \times n y
$$

Again, the factors 3 and 8 account for the number of temporal substeps and the 8 -bytes variables respectively. In the whole process of computing non-linear terms 9 scalars have to be sent and received ( 3 velocity components before IFT and 6 velocity products after FFT); for each wall-parallel plane, each machine must exchange with each of the others $p-1$ nodes an amount of $n x \times n z / p^{2}$ grid cells, and the factor $3 / 2$ corresponds to dealiasing in one horizontal direction (the $3 / 2$ expansion, and the subsequent removal of higher-wavenumber modes, in the other horizontal direction can be performed after transmission).

The ratio between the communication required by the transpose-based method and the PLS method can thus be written as:

$$
\frac{D_{t}}{D_{p}}=0.307 \frac{p-1}{p^{2}} n y
$$

which corresponds to the intuitive idea that the transpose method exchanges all the variables it stores locally, whereas the PLS method only exchanges a (small) number of wall-parallel planes, independent on $n y$ and $p$. Moreover the ratio $D_{t} / D_{p}$, being proportional to $n y$ for a given $p$, is expected to increase with the Reynolds number of the simulation, since so does the number of points needed to discretize the wall-normal direction. More important, when the transpose-based method is employed, the global amount of communication that has to be managed by the switch increases with the number of computing machines and is all-to-all rather than between nearest neighbors only, so that its performance is expected to degrade when a large $p$ is used. This is perhaps the main advantage of the PLS parallel strategy.

### 4.3. Shared-memory machines

The single computing node may be single-CPU or multi-CPU. In the latter case, it is possible to exploit an additional and complementary parallel strategy, which does not rely on message-passing communication anymore, and takes advantage of the fact that local CPUs have direct access to the same, local memory space. We stress that this is different from using a message-passing strategy on a shared-memory machine, where the shared memory simply becomes a faster transmission medium. Using multiple CPUs on the same memory space may yield an additional gain in computing time, at the only cost of having the computing nodes equipped with more than one (typically two) CPUs. For example the FFT of a whole plane from physical to Fourier-space and vice-versa can be easily parallelized this way, as well as the computing-intensive part of building up the RHS terms. With SMP machines, high parallel efficiencies can be obtained quite easily by "forking" new processes which read from and write to the same memory space; the operating system itself then handles the assignment of tasks to different CPUs, and only task synchronization is a concern at the programming level.

## 5. THE PERSONAL SUPERCOMPUTER

While a computer program based on the numerical method described heretoforth can be easily run on a general-purpose cluster of machines, connected through a network in a star topology with a switch, for maximum efficiency a dedicated computing system can be specifically designed and built on top of the parallel algorithm described above.

At the CPU level, the mass-marketed CPUs which are commonly found today in desktop systems are the perfect choice: their performance is comparable to the computing power of the single computing element of any supercomputer [4], at a fraction of the price. The single computing node can hence be a standard desktop computer; SMP mainboards with two CPUs are very cheap and easily available.

The present PLS parallel strategy allows an important simplification in the connection topology of the machines. Since the transposition of the whole dataset is avoided, communications are always of the point-to-point type; moreover, each computing machine needs to exchange data with and only with two neighboring machines only. This can be exploited with a simple ring-like connection topology among the computing machines, sketched in


FIG. 4. Conceptual scheme of the connection topology for a computing system made by 4 nodes; one machine may be connected to the local net through a switch, if the system has to be operated remotely.
figure 4, which replicates the logical exchange of information and the data structure previously illustrated in figure 3: each machine is connected through two network cards only to the previous machine and to the next. The necessity of a switch (with the implied additional latencies in the network path) is thus eliminated, in favor of simplicity, performance and cost-effectiveness.

Concerning the transmission protocol, the simplest choice is the standard, error-corrected TCP/IP protocol. We have estimated that on typical problem sizes the overall benefits from using a dedicated protocol (for example the GAMMA protocol described in [2]) would be negligible: since the ratio between communication time and computing time is very low, the improvements by using such a protocol are almost negligible, and to be weighted against the increase in complexity and decrease in portability.
The simplest and fastest strategy we have devised for the communication type is to rely directly on the standard networking services of the Unix operating system, i.e. sockets (after all, message-passing libraries are socket-based). At the programming level, this operation is very simple, since a socket is seen as a plain file to write into and to read from. Using sockets allows us to take advantage easily and efficiently of the advanced buffering techniques incorporated in the management of the input/output streams by the operating system: after opening the socket once and for all, it is sufficient to write (read) data to (from) the socket whenever they are available (needed), and the operating system itself manages flushing the socket when its associated buffer is full. We have found however that for best performances the buffer size had to be empirically adjusted: for Fast Ethernet hardware, the optimum has been found at the value of 800 bytes, significantly smaller than the usual value (the Linux operating system defaults at 8192).

In the year 2001 we have built at Dipartimento di Ingegneria Aerospaziale del Politecnico di Milano the first prototype of such a dedicated system, composed of 8 SMP Personal Computers. Each node is equipped with 2 Pentium III 733 MHz CPU and 512 MB of

133 MHz SDRAM. The nodes are connected to each other by two cheap 100MBits Fast Ethernet cards. This machine is still heavily used today. In the meanwhile, we have installed in 2003 a second-generation machine, made by 10 SMP nodes. Each node carries 2 Intel Xeon 2.66 GHz CPU, and 512MB of 266 MHz SDRAM; the interconnects are two onboard Gigabit Ethernet cards. In late 2004 the third, largest machine entered production stage, at Dipartimento di Ingegneria Meccanica dell'Università di Salerno. This machine is made by 64 SMP nodes connected each other in a ring with two onboard Gigabit ethernet. Eight of the nodes carry a third PCI Gigabit Ethernet card, through which they are interconnected with a switch, so that the number of hops between any two nodes is limited below 5. Each node is made by two AMD Opteron 1.6 GHz CPU, with 1GB of SDRAM installed.

We call such machines Personal Supercomputers. The performance of our numerical method used on these system is indeed comparable to that of a supercomputer. In addition, such machines enjoy the advantages of a simple desktop Personal Computer: low cost and easy upgrades, unlimited availability even to a single user, low weight, noise and heat production, small requirements of floor space, etc. Further details and instructions to build and configure such a machine can be found in Appendix B.

### 5.1. Summary of performance measurements

A thourough evaluation of the performance of the present numerical method (referred to as the PLS method in the following), as well as the performance of our Personal Supercomputers when used with the present method, is contained in the paper [12]. Here we report only the main results from that paper.

The amount of required RAM is dictated by the number and the size of the threedimensional arrays, and it is typically reported $[10,29,8]$ to be no less than $7 n x \times n y \times n z$ floating-point variables. Cases where RAM requirements are significantly higher are not uncommon: for example in [6] a channel flow simulation of $128 \times 65 \times 128$ reportedly required 1.2 GB of RAM, suggesting a memory occupation approximately 18 times larger.

In our code all the traditional optimizations are employed, and an additional saving specific to the present method comes from the implementation of the time advancement procedure, discussed in $\S 3.2 .1$, which takes advantage of the finite-difference discretization of the wall-normal derivatives. Thus our code requires a memory space of $5 n x \times n y \times$ $n z$ floating-point variables, plus workspace and two-dimensional arrays. For example a simulation with $n x=n y=n z=128$ takes only 94 MBytes of RAM (using 64-bit floating-point variables).

In a parallel run the memory requirement can be subdivided among the computing machines. With $p=2$ the same $128^{3}$ case runs with 53 MBytes of RAM (note that the amount of RAM is slightly larger than one half of the $p=1$ case, due to the aforementioned duplication of boundary planes). The system as a whole therefore allows the simulation of turbulence problems of very large computational size even with a relatively small amount of RAM deployed in each node. A problem with computational size of $400^{3}$ would easily fit into our 8 nodes equipped with 512MB RAM each.

As far as CPU efficiency is concerned, without special optimization the $128^{3}$ test case mentioned above requires 42.8 CPU seconds for the computation of a full three-sub-steps Runge-Kutta temporal step on a single Pentium III 733 MHz processor. Internal timings show that the direct/inverse two-dimensional FFT routines take the largest part of the CPU time, namely $56 \%$. The calculation of the RHS of the two governing equations (where wall-normal derivatives are evaluated) takes $25 \%$ of the total CPU time, the solution of


FIG. 5. Measured speedup on the Pentium III-based machine as a function of the number $p$ of computing nodes. Thick lines are the ideal speedup $S_{i}$ from Eq. (17) for $n y=128$ (continuous line) and $n y=256$ (dashed line).
the linear systems arising from the implicit part around $12 \%$, and the calculation of the planar velocity components $3 \%$. The time-stepping scheme takes $3 \%$ and computing a few runtime statistics requires an additional $1 \%$ of the CPU time.

The parallel (distributed-memory) performance of the code is illustrated in figure 5, where speedup ratios are reported as a function of the number of computing nodes. We define the speedup factor as the ratio of the actual wall-clock computing time $t_{p}$ obtained with $p$ nodes and the wall-clock time $t_{1}$ required by the same computation on a single node:

$$
S(p)=\frac{t_{p}}{t_{1}}
$$

The maximum or ideal speedup factor $S_{i}$ that we can expect with our PLS algorithm, corresponding to the assumption of infinite communication speed, is less than linear, and can be estimated with the formula:

$$
\begin{equation*}
S_{i}(p)=p\left(1-\frac{4(p-1)}{n y}\right) \tag{17}
\end{equation*}
$$

where the factor 4 accounts for the two wall-parallel planes duplicated at each side of interior slices. Eq. (17) reduces to a linear speedup when $n y \rightarrow \infty$ for a finite value of $p$. A quantitative evaluation of the function (17) for typical values of $n y=\mathcal{O}(100)$ shows that the maximum achievable speedup is nearly linear as long as the number of nodes remains moderate, i.e. $p<10$.

The maximum possible speedup $S_{i}$ is shown with thick lines. $S_{i}$ approaches the linear speedup for large $n y$, being reasonably high as long as $p$ remains small compared to $n y$ : with $p=8$ it is 6.25 for $n y=128$ and 7.125 for $n y=256$. Notwithstanding the commodity networking hardware and the overhead implied by the error-corrected TCP protocol, the actual performance compared to $S_{i}$ is extremely good, and improves with the


FIG. 6. Measured speedup on the Opteron-based machine as a function of the number $p$ of computing nodes. Thick line is the ideal speedup from Eq. (17) for $n y=256$. Speedup measured when using Gigabit Ethernet cards (circles), and the same cards run at the slower speed of $100 \mathrm{MBit} / \mathrm{s}$ (empty squares) and $10 \mathrm{MBit} / \mathrm{s}$ (filled squares).
size of the computational problem. The case $192 \times 128 \times 192$ is hardly penalized by the time spent for communication, which is only $2 \%$ of the total computing time when $p=8$. The communication time becomes $7 \%$ of the total computing time for the larger case of $n x=128, n y=256$ and $n z=128$, and is $12 \%$ for the worst (i.e. smallest) case of $128^{3}$, which requires 7.7 seconds for one time step on our machine, with a speedup of 5.55 .
Figure 6 illustrates the speedup achieved with the faster Opteron machines connected via Gigabit Ethernet cards in the ring-topology layout, compared with $S_{i}$. The test case has a size of $256^{3}$. The CPUs of this system are significantly faster than the Pentium III, and the network cards, while having 10 times larger bandwidth, have latency characteristics typical of Fast Ethernet cards. It is remarkable how well the measured speedup still approaches the ideal speedup, even at the largest tested value of $p$. Furthermore, we report also the measured speedup when the Opteron machines are used with the Gigabit cards set up to work at the lower speeds of $100 \mathrm{MBit} / \mathrm{s}$ and $10 \mathrm{MBit} / \mathrm{s}$. It is interesting to observe how slightly performance is degraded in the case at $100 \mathrm{MBit} / \mathrm{s}$, whose curve is nearly indistinguishable form that at $1 \mathrm{GBit} / \mathrm{s}$. Even with the slowest 10MBit/s bandwidth connecting such fast processors, and with a problem of large computational size, it is noteworthy how the present method is capable to achieve a reasonable speedup for low $p$ and not to ever degrade below $S=1$. This relative insensitivity to the available bandwidth can be ascribed to the limited amount of communication required by the present method.

Lastly, the PLS method is compared on the Opteron machine with the transpose-based method of performing parallel FFT. By taking advantage of the connection topology of the Opteron machines, which are connected both in the ring topology with the onboard network cards and in the star topology with the switch, the same code can be used where only the parallel strategy is modified. Figure 7 reports comparative measurements between the PLS and the transpose-based method. The PLS method is run with the machines connected


FIG. 7. Measured speedup on the Opteron-based machine as a function of the number $p$ of computing nodes. Continuous line is the PLS method, and dashed line is the transpose-based method.
in a ring, while the transpose-based method is tested with machines linked through the switch. Measurements show that $S>1$ can now be achieved with the transpose-based method. However, the transpose method performs best for the smallest problem size, while the PLS shows the opposite behavior. For the $256^{3}$ case, which is a reasonable size for such machines, the speedup from the transpose-based method is around one half of what can be obtained with PLS.

## 6. CYLINDRICAL COORDINATES: THE GOVERNING EQUATIONS

In this Section we present the extension of the numerical method previously described the cylindrical coordinate system. First the procedure to write a two-equations formulation of the differential problem for the radial velocity and radial vorticity is described. This has been already published in [25]. The material in $\S 7.3$ illustrates how fourth-order accruacy can still be achieved, and it has never been published elsewhere.

### 6.1. Problem definition

The cylindrical coordinate system is illustrated in figure 8, where a sketch of an annular duct is shown: $x, r$ and $\theta$ denote the axial, wall-normal (radial) and azimuthal coordinates, and $u, v$ and $w$ the respective components of the velocity vector. The flow is assumed to be periodic in the axial and azimuthal directions. The inner cylinder has radius $\mathcal{R}_{i}$ and the outer cylinder has radius $\mathcal{R}_{o}$. The reference length $\delta$ is taken to be one half of the gap width:

$$
\delta=\frac{\mathcal{R}_{o}-\mathcal{R}_{i}}{2}
$$

Once an appropriate reference velocity $U$ is chosen, a Reynolds number can be defined as:

$$
\operatorname{Re}=\frac{U_{b} \delta}{\nu}
$$



FIG. 8. Sketch of the computational domain for the cylindrical coordinate system
where $\nu$ is the kinematic viscosity of the fluid.
The non-dimensional Navier-Stokes equations for an incompressible fluid in cylindrical coordinates can then be written as:

$$
\begin{gather*}
\frac{\partial u}{\partial x}+\frac{1}{r} \frac{\partial(r v)}{\partial r}+\frac{1}{r} \frac{\partial w}{\partial \theta}=0  \tag{18}\\
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}+v \frac{\partial u}{\partial r}+\frac{w}{r} \frac{\partial u}{\partial \theta}=-\frac{\partial p}{\partial x}+\frac{1}{\operatorname{Re}} \nabla^{2} u  \tag{19a}\\
\frac{\partial v}{\partial t}+u \frac{\partial v}{\partial x}+v \frac{\partial v}{\partial r}+\frac{w}{r} \frac{\partial v}{\partial \theta}-\frac{w^{2}}{r}=-\frac{\partial p}{\partial r}+\frac{1}{\operatorname{Re}}\left(\nabla^{2} v-\frac{v}{r^{2}}-\frac{2}{r^{2}} \frac{\partial w}{\partial \theta}\right)  \tag{19b}\\
\frac{\partial w}{\partial t}+u \frac{\partial w}{\partial x}+v \frac{\partial w}{\partial r}+\frac{w}{r} \frac{\partial w}{\partial \theta}+\frac{v w}{r}=-\frac{1}{r} \frac{\partial p}{\partial \theta}+\frac{1}{\operatorname{Re}}\left(\nabla^{2} w-\frac{w}{r^{2}}+\frac{2}{r^{2}} \frac{\partial v}{\partial \theta}\right), \tag{19c}
\end{gather*}
$$

where the Laplacian operator in cylindrical coordinates takes the form:

$$
\begin{equation*}
\nabla^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \theta^{2}} \tag{20}
\end{equation*}
$$

The differential problem is closed when an initial condition for all the fluid variables is specified, and suitable buondary conditions are chosen. At the walls the no-slip condition is physically meaningful, whereas periodic boundary conditions are used for the azimuthal direction, as well as for the axial direction, under the same assumptions discussed in $\S 2.1$ for the cartesian case.

Once the periodicity assumption is made both in the axial and azimuthal directions, the equations of motion can be conveniently Fourier-transformed along the $x$ and $\theta$ coordinates. The symbols $\alpha$ and $m$ denote the axial and azimuthal wave numbers, respectively. By defining $k^{2}=(m / r)^{2}+\alpha^{2}$, and by introducing the Chandrasekar notation:

$$
\begin{equation*}
D_{1}(f)=\frac{\partial f}{\partial r} ; \quad D_{*}(f)=\frac{\partial f}{\partial r}+\frac{f}{r} \tag{21}
\end{equation*}
$$

the Fourier-transformed Laplacian operator (20) can be written in the more compact form:

$$
\nabla^{2}=D_{*} D_{1}-k^{2}
$$

The transformed equations, where the hat indicates the Fourier components of the transformed variable, are:

$$
\begin{gather*}
i \alpha \hat{u}+D_{*}(\hat{v})+\frac{i m}{r} \hat{w}=0  \tag{22}\\
\frac{\partial \hat{u}}{\partial t}=-i \alpha \hat{p}+\frac{1}{\operatorname{Re}}\left(D_{*} D_{1}(\hat{u})-k^{2} \hat{u}\right)+\widehat{H U}  \tag{23a}\\
\frac{\partial \hat{v}}{\partial t}=-D_{1}(\hat{p})+\frac{1}{\operatorname{Re}}\left(D_{1} D_{*}(\hat{v})-k^{2} \hat{v}-\frac{2 i m}{r^{2}} \hat{w}\right)+\widehat{H V}  \tag{23b}\\
\frac{\partial \hat{w}}{\partial t}=-\frac{i m}{r} \hat{p}+\frac{1}{\operatorname{Re}}\left(D_{1} D_{*}(\hat{w})-k^{2} \hat{w}+\frac{2 i m}{r^{2}} \hat{v}\right)+\widehat{H W} . \tag{23c}
\end{gather*}
$$

In these expressions, the nonlinear convective terms have been grouped under the following definitions:

$$
\begin{gather*}
\widehat{H U}=-i \alpha \widehat{u u}-D_{*}(\widehat{u v})-\frac{i m}{r} \widehat{u w}  \tag{24a}\\
\widehat{H V}=-i \alpha \widehat{u v}-D_{*}(\widehat{v v})-\frac{i m}{r} \widehat{v w}+\frac{1}{r} \widehat{w w}  \tag{24b}\\
\widehat{H W}=-i \alpha \widehat{u w}-D_{1}(\widehat{u w})-\frac{i m}{r} \hat{w}^{2}-\frac{2}{r} \widehat{v w} \tag{24c}
\end{gather*}
$$

It can be noticed that the main difference between (22), (23a-c) and the analogous equations in cartesian coordinates is the dependence of $k^{2}$ upon $r$. As a consequence thereof, $k^{2}$ does not commute with the operators for radial derivatives. In addition, the components of the momentum equations are coupled through the viscous and convective terms; therefore it can be anticipated that in the time advancement procedure a fully implicit treatment of the viscous terms, as usually done in the cartesian case, will not be possible.

### 6.2. Equation for the radial vorticity component

The wall-normal (radial) component of the vorticity vector, which we shall indicate with $\eta$, is defined as

$$
\eta=\frac{1}{r} \frac{\partial u}{\partial \theta}-\frac{\partial w}{\partial x},
$$

and after transforming in Fourier space it is given by:

$$
\begin{equation*}
\hat{\eta}=\frac{i m}{r} \hat{u}-i \alpha \hat{w} \tag{25}
\end{equation*}
$$

Following a procedure which resembles that of the cartesian case, an equation for $\hat{\eta}$, which does not involve pressure, can be written by taking the radial component of the curl
of the momentum equation. By multiplying equation (23a) times $\mathrm{im} / r$ and subtracting equation (23c) times $i \alpha$, one gets:

$$
\begin{align*}
& \frac{i m}{r} \frac{\partial \hat{u}}{\partial t}-i \alpha \frac{\partial \hat{w}}{\partial t}=\frac{1}{\operatorname{Re}}\left[\frac{i m}{r} D_{*} D_{1}(\hat{u})-i \alpha D_{1} D_{*}(\hat{w})-\right. \\
& \left.\quad k^{2}\left(\frac{i m}{r} \hat{u}-i \alpha \hat{w}\right)+2 \frac{m \alpha}{r^{2}} \hat{v}\right]+\frac{i m}{r} \widehat{H U}-i \alpha \widehat{H W} \tag{26}
\end{align*}
$$

By writing down the expression for $\nabla^{2} \hat{\eta}$ :

$$
\nabla^{2} \hat{\eta}=-k^{2}\left(\frac{i m}{r} \hat{u}-i \alpha \hat{w}\right)+D_{*} D_{1}\left(\frac{i m}{r} \hat{u}-i \alpha \hat{w}\right)
$$

and remembering the definitions (21) of the operators $D_{1}$ and $D_{*}$ and the fact that:

$$
D_{1} D_{*}=D_{*} D_{1}-\frac{1}{r^{2}}
$$

one can substitute in the preceding equation, and write the following second-order equation for $\hat{\eta}$ :

$$
\begin{equation*}
\frac{\partial \hat{\eta}}{\partial t}=\frac{1}{\operatorname{Re}}\left(D_{1} D_{*}(\hat{\eta})-k^{2} \hat{\eta}+2 \frac{i m}{r^{2}} D_{1}(\hat{u})+2 \frac{m \alpha}{r^{2}} \hat{v}\right)+\frac{i m}{r} \widehat{H U}-i \alpha \widehat{H W} \tag{27}
\end{equation*}
$$

The numerical solution of Eqn. (27) requires an initial condition for $\hat{\eta}$, which can be computed form the initial condition for the velocity field. The periodic boundary conditions in the homogeneous directions are automatically satisfied thanks to the Fourier transform, whereas the no-slip condition for the velocity vector translates in $\hat{\eta}=0$ to be imposed at the two walls at $r=\mathcal{R}_{i}$ and $r=\mathcal{R}_{o}$.

This equation has an overall structure which is analogous to that of the corresponding cartesian equation (4), except that it is not independent upon $\hat{v}$. Moreover, a curvature term proportional to the first radial derivative of $\hat{u}$ appears.

### 6.3. Equation for the radial velocity component

The derivation of an equation for the radial component $\hat{v}$ of the velocity vector, again without pressure terms, is less straightforward, and requires the use of the continuity equation in order to obtain an expression for $\hat{p}$ as a function of the velocity components.

The first step consists in taking the time derivative of the Fourier-transformed continuity equation (22):

$$
\frac{\partial D_{*}(\hat{v})}{\partial t}=-i \alpha \frac{\partial \hat{u}}{\partial t}-\frac{i m}{r} \frac{\partial \hat{w}}{\partial t}
$$

The time derivatives of $\hat{u}$ and $\hat{w}$ can be replaced by the corresponding expression from equations (23a) and (23c), thus giving:

$$
\begin{aligned}
\frac{\partial D_{*}(\hat{v})}{\partial t}=-k^{2} \hat{p}-i \alpha\left[\frac{1}{\operatorname{Re}}\left(D_{*} D_{1}(\hat{u})-k^{2} \hat{u}\right)+\widehat{H U}\right] & + \\
& -\frac{i m}{r}\left[\frac{1}{\operatorname{Re}}\left(D_{1} D_{*}(\hat{w})-k^{2} \hat{w}+2 \frac{i m}{r^{2}} \hat{v}\right)+\widehat{H W}\right]
\end{aligned}
$$

The continuity equation can be invoked again to simplify some terms, together with the relations obtained by applying the operators $D_{1} / r$ and $D_{2}$ to it, namely:

$$
\begin{gathered}
-D_{2} D_{*}(\hat{v})=i \alpha D_{2}(\hat{u})+\frac{i m}{r} D_{2}(\hat{w})+2 \frac{i m}{r^{3}} \hat{w}-2 \frac{i m}{r^{2}} D_{1}(\hat{w}) \\
-\frac{1}{r} D_{1} D_{*}(\hat{v})=\frac{i \alpha}{r} D_{1}(\hat{u})+\frac{i m}{r^{2}} D_{1}(\hat{w})-\frac{i m}{r^{3}} \hat{w}
\end{gathered}
$$

By also applying the identity:

$$
D_{*} D_{1} D_{*}(\hat{v})=D_{2} D_{*}(\hat{v})+\frac{1}{r} D_{1} D_{*}(\hat{v})
$$

after some algebra, the following expression for $\hat{p}$ is obtained:

$$
\left.\begin{array}{rl}
\hat{p}=-\frac{1}{\operatorname{Re}} \frac{1}{k^{2}}\left[k^{2} D_{*}(\hat{v})-D_{*} D_{1} D_{*}(\hat{v})-\right. & 2 \frac{m^{2}}{r^{3}} \hat{v}
\end{array}+2 \frac{i m}{r^{2}} D_{1}(\hat{w})-2 \frac{i m}{r^{3}} \hat{w}\right]+.
$$

This expression for $\hat{p}$ can now be differentiated with respect to the radial coordinate, and then substituted into equation (23b) to get rid of $\hat{p}$ altogether. Eventually the fourth-order equation for $\hat{v}$ emerges in the final form:

$$
\begin{array}{r}
\frac{\partial}{\partial t}\left[\hat{v}-D_{1}\left(\frac{1}{k^{2}} D_{*}(\hat{v})\right)\right]=\frac{1}{\operatorname{Re}} D_{1}\left\{\frac { 1 } { k ^ { 2 } } \left[k^{2} D_{*}(\hat{v})-D_{*} D_{1} D_{*}(\hat{v})-2 \frac{m^{2}}{r^{3}} \hat{v}+\right.\right. \\
\left.\left.2 \frac{i m}{r^{2}} D_{1}(\hat{w})-2 \frac{i m}{r^{3}} \hat{w}\right]\right\}+\frac{1}{\operatorname{Re}}\left(-k^{2} \hat{v}+D_{1} D_{*}(\hat{v})-2 \frac{i m}{r^{2}} \hat{w}\right)+ \\
D_{1}\left[\frac{1}{k^{2}}\left(i \alpha \widehat{H U}+\frac{i m}{r} \widehat{H W}\right)\right]+\widehat{H V} \tag{28}
\end{array}
$$

This scalar equation can be solved numerically provied an initial condition for $\hat{v}$ is known. The periodic boundary conditions in the homogeneous directions are automatically satisfied thanks to the Fourier transform, whereas the no-slip condition for the velocity vector immediately translates in $\hat{v}=0$ to be imposed at the two walls. The continuity equation written at the two walls makes evident that the additional two boundary conditions required for the solution of (28) are $D_{1}(\hat{v})=0$ at $r=\mathcal{R}_{i}$ and $r=\mathcal{R}_{o}$. Equation (28) shares with its cartesian counterpart (6) the general structure, in particular the fact that it is independent of $\hat{\eta}$. Curvature terms proportional to $\hat{w}$ and to its first radial derivative are present.

### 6.4. Velocity components in the homogeneous directions

The two equations (27) and (28) are not uncoupled anymore, since (27) contains $\hat{v}$. With explicitely-integrated non-linear terms, they can however be solved separately at each time step, provided one solves first (28) for $\hat{v}$ and then (27) for $\hat{\eta}$.

For computing the nonlinear terms and their spatial derivatives, one needs to know the velocity components $\hat{u}$ and $\hat{w}$ in the homogeneous directions at a given time by knowing $\hat{v}$ and $\hat{\eta}$. By using the definition defintion (25) of $\hat{\eta}$ and the continuity equation (22) written
in Fourier space, a $2 \times 2$ algebraic system can be written for the unknowns $\hat{u}$ and $\hat{w}$; its analytical solution reads:

$$
\left\{\begin{array}{l}
\hat{u}=\frac{1}{k^{2}}\left(i \alpha D_{*}(\hat{v})-\frac{i m}{r} \hat{\eta}\right)  \tag{29}\\
\hat{w}=\frac{1}{k^{2}}\left(i \alpha \hat{\eta}+\frac{i m}{r} D_{*}(\hat{v})\right)
\end{array}\right.
$$

Like in the cartesian case, this system lends itself to an analytical solution only when the variables are expanded in Fourier series.

### 6.4.1. Mean (shell-averaged) flow in the homogeneous directions

The preceding system (29) is singular when $k^{2}=0$. This is a consequence of having obtained Eqns. (27) and (28) through a procedure involving spatial derivatives.

Let us introduce an averaging operator over the homogeneous directions:

$$
\widetilde{f}=\frac{1}{L_{x}} \frac{1}{L_{\theta}} \int_{0}^{L_{x}} \int_{0}^{L_{\theta}} f \mathrm{~d} x r \mathrm{~d} \theta
$$

The space-averaged streamwise velocity $\widetilde{u}=\widetilde{u}(r, t)$ is a function of radial coordinate and time only, and in Fourier space it corresponds to the Fourier mode for $k=0$. The same applites to the azimuthal component $\widetilde{w}$. With the present choice of the reference system, where the $x$ axis is aligned with the mean flow, the temporal average of $\tilde{u}$ is the streamwise mean velocity profile, whereas the temporal average of $\widetilde{w}$ will be zero (within the limits of the temporal discretization). This nevertheless allows $\widetilde{w}$ at a given time and at a given distance from the wall to be different from zero.

Two additional equations must then be written for calculating $\widetilde{u}$ and $\widetilde{w}$; they can be worked out by applying the linear, shell-average operator to the relevant components of the momentum equation:

$$
\begin{gathered}
\frac{\partial \widetilde{u}}{\partial t}=\frac{1}{\operatorname{Re}} D_{*} D_{1}(\widetilde{u})-D_{*}(\widetilde{u v})+f_{x} \\
\frac{\partial \widetilde{w}}{\partial t}=\frac{1}{\operatorname{Re}} D_{1} D_{*}(\widetilde{w})-D_{1}(\widetilde{u w})-\frac{2}{r} \widetilde{v w}+f_{\theta}
\end{gathered}
$$

In these expressions, $f_{x}$ and $f_{\theta}$ are the forcing terms needed to force the flow through the channel against the viscous resistence of the fluid. For the streamwise direction, $f_{x}$ can be a given mean pressure gradient, and in the simulation the flow rate through the channel will oscillate in time around its mean value. $f_{x}$ can also be a time-dependent spatially uniform the pressure gradient, to be chosen in such a way that the flow rate remains constant in time. The same distinction applies to the forcing term $f_{\theta}$ in the azimuthal direction.

## 7. CYLINDRICAL COORDINATES: THE NUMERICAL METHOD

The numerical techniques and the PLS parallel strategy employed in the cartesian case and described in $\S 3$ and $\S 4$ must be transferred to the present formulation in cylindrical coordinates without significant penalty, so that the Personal Supercomputer described in $\S 5$ can be used efficiently in the cylindrical case too. In what follows, emphasis will then be given to the differences with the cartesian case.

### 7.1. Spatial discretization in the homogeneous directions

In full analogy with the cartesian case, the unknown functions are expanded in truncated Fourier series in the homogeneous directions. For example the radial component $v$ of the velocity vector is represented as:

$$
\begin{equation*}
v(x, \theta, r, t)=\sum_{h=-n x / 2}^{+n x / 2} \sum_{\ell=-n \theta / 2}^{+n \theta / 2} \hat{v}_{h \ell}(r, t) \mathrm{e}^{i \alpha x} \mathrm{e}^{i m \theta} \tag{30}
\end{equation*}
$$

where:

$$
\alpha=\frac{2 \pi h}{L_{x}}=\alpha_{0} h ; \quad m=\frac{2 \pi \ell}{L_{\theta}}=m_{0} \ell
$$

Here $h$ and $\ell$ are integer indexes corresponding to the axial and azimuthal direction respectively, and $\alpha_{0}$ and $m_{0}$ are the fundamental wavenumbers in these directions, defined in terms of the axial length $L_{x}$ of the computational domain and its azimuthal extension $L_{\theta}$, expressed in radians.

The numerical evaluation of the nonlinear terms in (27) and (28) is done following the same pseudo-spectral approach involving FFTs and the use of proper dealiasing.

### 7.2. Time discretization

Once the equations for $\hat{\eta}$ and $\hat{v}$ are discretized in time, as said before they are not independent anymore; they can however still be solved in a sequentialy way. In fact the evolution equation (27) for $\hat{\eta}_{h \ell}^{n+1}$ contains $\hat{v}_{h \ell}^{n+1}$, but luckily Eqn. (28) for $\hat{v}_{h \ell}^{n+1}$ does not contain $\hat{\eta}_{h \ell}^{n+1}$. The only difference with the cartesian case is that the order of solution of the two equations here matters, and Eqn. (28) must be solved then before Eqn. (27).

The two equations can be advanced in time using the same partially implicit time schemes described for the cartesian case. Now the explicit part contains the nonlinear terms plus some additional viscous curvature terms. No stability limitations have been encountered in our numerical experiments, since curvature terms contain low-order derivatives and do not reduce the time step size allowed by the time integration method. The same memory-efficient implementation of the cartesian case can be used, provided the compact finite-difference schemes can still be written in explicit form, as will be shown below.

### 7.3. High-accuracy compact finite difference schemes

The extension of the cartesian method described in $\S 3.3$ to obtain fourth-order accuracy over a five unevenly spaced points stencil, is not immediate: there are three main points which make the extension difficult. First, third-derivative terms are present in Eq.(28), thus preventing the possibility of finding explicit compact schemes. Second, both Eqns. (27) and (28) do contain $r$-dependent coefficients which are not in the innermost position. Last, Eqn. (28) for $\hat{v}$ is a fourth-order equation, but the highest differential operator is not $D_{4}$, but $D D_{*} D D_{*}$.

### 7.3.1. $\quad$ The third derivative

The third derivatives in Eq. (28) can be removed by using the continuity equation (22), which allows the first radial derivative of $\hat{v}$ be substituted with terms not containing radial derivatives:

$$
D_{*}(\hat{v})=-i \alpha \hat{u}-\frac{i m}{r} \hat{w} .
$$

As a consequence, some new terms will enter the part of the equation that will be integrated with the explicit time scheme (see below Eqns. (31) and (32) for their final form). Again, no problems of numerical stability have been encountered with this formulation of the explicit part.

### 7.3.2. $\quad$ The $r$-dependent coefficients

All the $r$-dependent coefficients in the middle of radial derivatives must be moved at the innermost position of the radial operators, as required by the example equation (13). This is done by applying repeated integrations by parts, i.e. repeatedly performing the following substitutions, where $a$ indicates the generic $r$-dependent coefficient:

$$
a D_{1}(f)=D_{1}(a f)-D_{1}(a) f ; \quad a D_{*}(f)=D_{*}(a f)-D_{1}(a) f
$$

In Eqn. (28), the first term which needs to be rewritten with an integration by part is:

$$
\frac{\partial}{\partial t}\left[-D_{1}\left(\frac{1}{k^{2}} D_{*}(\hat{v})\right)\right]=\frac{\partial}{\partial t}\left[-D_{1} D_{*}\left(\frac{1}{k^{2}} \hat{v}\right)+D_{1}\left(\hat{v} D_{1}\left(\frac{1}{k^{2}}\right)\right)\right]
$$

In the righ-hand-side of Eqn. (28), perhaps the most complicated term is:

$$
D_{1}\left[\frac{1}{k^{2}}\left(-D_{*} D_{1} D_{*} \hat{v}\right)\right]
$$

where the continuity equation must be invoked to cancel the third derivative, and repeated integrations by parts allow the $r$-dependent coefficients to remain only in the innermost positions. After some algebra, the result is:

$$
\begin{aligned}
&-D_{1}\left[\frac{1}{k^{2}}\left(D_{*} D_{1} D_{*} \hat{v}\right)\right]=-D_{1} D_{*} D_{1} D_{*}\left(\frac{1}{k^{2}} \hat{v}\right)+D_{1} {\left[\frac{1}{r} D_{2}\left(\frac{1}{k^{2}} \hat{v}\right)\right]+} \\
&-2 D_{1} D_{*}\left[\frac{1}{r} D_{1}\left(\frac{1}{k^{2}}\right) \hat{v}\right]+D_{1}\left[D_{3}\left(\frac{1}{k^{2}}\right) \hat{v}\right]-D_{1}\left[\frac{1}{r^{2}} D_{1}\left(\frac{1}{k^{2}}\right) \hat{v}\right]+ \\
&-3 D_{1} D_{*}\left[D_{1}\left(\frac{1}{k^{2}}\right)\left(i \alpha \hat{u}+\frac{i m}{r} \hat{w}\right)\right],
\end{aligned}
$$

where, as a result of the use of the continuity equation, the last term cannot enter the impicit part of the equations, and must be treated explicitely, similarly to what is done for the curvature terms.

The last term of eq. (28) which needs further manipulation is:

$$
D_{1}\left[\frac{1}{k^{2}}\left(2 \frac{i m}{r^{2}} D_{1}(\hat{w})\right)\right]=2 i m\left\{D_{2}\left(\frac{\hat{w}}{k^{2} r^{2}}\right)-D_{1}\left[\frac{1}{r^{2}} D_{1}\left(\frac{1}{k^{2}}\right) \hat{w}\right]+D_{1}\left(\frac{2}{k^{2} r^{3}} \hat{w}\right)\right\} .
$$

The same sequnce of integration by parts must be carried out for Eqn. (27) for the radial vorticity, arriving at the following substitution:

$$
2 \frac{i m}{r} D_{1}(\hat{u})=2 i m\left[D_{1}\left(\frac{u}{r^{2}}\right)+2 \frac{u}{r^{3}}\right] .
$$

The nonlinear terms (24a-c) contain radial derivatives too, and some terms therein must be integrated by parts in order to have all the coefficient in the innermost position.

This procedure leads to the final, rather long form of the equations for $\hat{v}$ and $\hat{\eta}$, which lends itself to a discretization in the radial direction with explicit compact finite differrence schemes of fourth-order accuracy over a five point stencil. It is written here for completness, without time discretization for notational simplicity:

$$
\begin{align*}
& \quad \frac{\partial}{\partial t}\left[\hat{v}-D_{1} D_{*}\left(\frac{1}{k^{2}} \hat{v}\right)+D_{1}\left(\hat{v} D_{1}\left(\frac{1}{k^{2}}\right)\right)\right]= \\
& \frac{1}{\operatorname{Re}}\left\{2 D_{1} D_{*}(\hat{v})-D_{1} D_{*} D_{1} D_{*}\left(\frac{1}{k^{2}} \hat{v}\right)+D_{1}\left[\frac{1}{r} D_{2}\left(\frac{1}{k^{2}}\right) \hat{v}\right]-2 D_{1} D_{*}\left[\frac{1}{r} D_{1}\left(\frac{1}{k^{2}}\right) \hat{v}\right]+\right. \\
& +D_{1}\left[D_{3}\left(\frac{1}{k^{2}}\right) \hat{v}\right]-D_{1}\left[\frac{1}{r^{2}} D_{1}\left(\frac{1}{k^{2}}\right) \hat{v}\right]-3 D_{1} D_{*}\left[D_{1}\left(\frac{1}{k^{2}}\right)\left(i \alpha \hat{u}+\frac{i m}{r} \hat{w}\right)\right]+ \\
& -2 m^{2} D_{1}\left(\frac{1}{k^{2} r^{2}} \hat{v}\right)+i m D_{1}\left[\frac{1}{k^{2} r^{2}} \hat{w}\right]+2 i m\left[D_{2}\left(\frac{1}{k^{2} r^{2}} \hat{w}\right)-D_{1}\left[\frac{1}{r^{2}} D_{1}\left(\frac{1}{k^{2}}\right) \hat{w}\right]\right]+ \\
& \left.-k^{2} \hat{v}-2 \frac{i m}{r^{2}} \hat{w}\right\}-i \alpha\left[D_{1} D_{*}\left(\frac{1}{k^{2}} \widehat{u v}\right)-D_{1}\left(D_{1}\left(\frac{1}{k^{2}} \widehat{u v}\right)\right)\right]-i m\left[D_{2}\left(\frac{1}{r k^{2}} \widehat{v w}\right)+\right. \\
& \left.+3 D_{1}\left(\frac{1}{r^{2} k^{2}} \widehat{v w}\right)-D_{1}\left(\frac{1}{r} D_{1}\left(\frac{1}{k^{2}}\right) \widehat{v w}\right)\right]+D_{1}\left[\frac{1}{k^{2}}\left(\alpha^{2} \hat{u}^{2}+2 \frac{\alpha m}{r} \widehat{u w}+\frac{m^{2}}{r^{2}} \hat{w}^{2}\right)\right]+ \\
& -i \alpha \widehat{u v}-D_{1}\left(\hat{v}^{2}\right)-\frac{i m}{r} \widehat{v w}-\frac{1}{r} \hat{v}^{2}+\frac{1}{r} \hat{w}^{2} ; \quad(31) \\
& \frac{\partial \hat{\eta}}{\partial t}=\frac{1}{\operatorname{Re}}\left\{D_{1} D_{*}(\hat{\eta})-k^{2} \hat{\eta}+2 i m\left[D_{1}\left(\frac{1}{r^{2}} \hat{u}\right)+2 \frac{\hat{u}}{r^{3}}-\frac{i \alpha}{r^{2}} \hat{v}\right]\right\}-i m\left[\frac{i \alpha}{r} \hat{u}^{2}+\right. \\
& \left.D_{1}\left(\frac{\widehat{u v}}{r}\right)+\frac{2}{r^{2}} \widehat{u v}+\frac{i m}{r^{2}} \widehat{u w}\right]+i \alpha\left[i \alpha \widehat{u w}+D_{1}(\widehat{v w})+\frac{i m}{r} \hat{w}^{2}+\frac{2}{r} \widehat{v w}\right] ; \tag{32}
\end{align*}
$$

Though of complicated appeareance, these equations can be solved by employing again most $f$ the numerical tools developed for the cartesian case. As a consequence, only a few lines of the cylindrical source code are different from its cartesian counterpart.

It is important to note that this procedure introduce additional coefficients, which are function both of the radial coordinate directly and/or via the wavenumbers: one of the simplest among them is $D_{1}\left(1 / k(r)^{2}\right)$. With some overhead in CPU time these coefficients can be computed on the fly during the execution of the program; alternatively, they can be precomputed once at the beginning at the expense of some memory space, if the available storage allows.

### 7.4. Calculation of the finite-difference coefficients

Six finite-differences groups of coefficients must be computed. Besides $d_{0}^{j}, d_{1}^{j}$ and $d_{2}^{j}$ we introduce the following three sets of coefficients:

$$
\begin{gathered}
\left.D_{*}(f(y))\right|_{y=y_{j}}=\sum_{i=-2}^{2} d_{*}^{j}(i) f\left(y_{j+i}\right) \\
\left.D_{1} D_{*}(f(y))\right|_{y=y_{j}}=\sum_{i=-2}^{2} d_{1 *}^{j}(i) f\left(y_{j+i}\right)
\end{gathered}
$$

$$
\left.D_{1} D_{*} D_{1} D_{*}(f(y))\right|_{y=y_{j}}=\sum_{i=-2}^{2} d_{1 * 1 *}^{j}(i) f\left(y_{j+i}\right)
$$

The actual calculation of the FD operators at fourth order accuracy on a five point stencil centered at $r_{j}$ can still be perfomed in the way described in $\S 3.3$, since the only form in which the fourth derivative enters the equations is through the operator $D_{1} D_{*} D_{1} D_{*}$. Thus, given a set of polynomials $t_{m}(r)$ of increasing degree in the independent variable $r$, the corresponding derivative $D D_{*} D D_{*}(t)$ can be computed analitically and evaluated at $r=r_{j}$. A $10 \times 10$ linear system yielding the coefficients of the FD operators $d_{1 * 1 *}^{j}$ and $d_{0}^{j}$ follows from the condition that:

$$
d_{1 * 1 *}^{j}\left(t_{m}\right)-d_{0}\left(D_{1} D_{*} D_{1} D_{*}\left(t_{m}\right)\right)=0 .
$$

The normalization condition (16) still gives a relation among the five coefficients $d_{0}$, so that nine additional conditions are needed, and polynomials from $m=0$ up to $m=8$ have to be considered. The $10 \times 10$ system cannot be decoupled into two smaller systems, and must now be solved at once. The remaining coefficients are then computed in analogy to the cartesian case.

### 7.5. The spatial resolution in the azimuthal direction

The cylindrical coordinate system presents the general problem that the azimuthal extension $L_{\theta}$ of the computational domain decreases with the radial coordinate; if the necessary spatial resolution (for example the number of Fourier modes, or the collocation points in a finite-difference calculation) is set up based on the most demanding region of the flow field, i.e. the outer wall, then the spatial resolution becomes unnecessarily high when the inner wall is approached. This not only implies a waste of computational resources, but might also induce numerical stability problems.
To overcome this difficulty, we have made the truncation of the azimuthal Fourier series a function of the radial position. Whereas in a collocation approach changing the resolution with the radial coordinate would involve multiple interpolations and numerical diffusion, in a spectral representation dropping a few Fourier modes at the high end of the spectrum is a smooth operation, which does not induce any spatially localized error.

Instead of the expansion (30), we use the following representation for the variable, e.g. $v:$

$$
v(x, \theta, r, t)=\sum_{h=-n x / 2}^{+n x / 2} \sum_{\ell=-N_{\theta}(r) / 2}^{+N_{\theta}(r) / 2} \hat{v}_{h \ell}(r, t) \mathrm{e}^{i \alpha x} \mathrm{e}^{i m \theta}
$$

where, thanks to the intrinsic smoothness of the Fourier series, the number of modes in the azimuthal direction can be an arbitrary function $N_{\theta}(r)$ of the radial coordinate. The simplest and most natural choice for the function $N_{\theta}(r)$ is a linear function from a maximum $N_{\theta, \max }$ at $r=\mathcal{R}_{o}$ down to a minimum $N_{\theta, \min }$ at $r=\mathcal{R}_{i}$, with $N_{\theta, \max }$ and $N_{\theta, \text { min }}$ being proportional to the outer and inner radii themselves so as to keep the same spatial resolution throughout the domain.
This is equivalent to assuming that the Fourier modes $\hat{v}_{h \ell}$ with $|\ell| \leq N_{\theta, \text { min }}$ are defined through the whole annular gap, i.e. for $\mathcal{R}_{i} \leq r \leq \mathcal{R}_{o}$, while any mode $\hat{v}_{h \ell}$ with $N_{\theta, \text { min }}<$ $|\ell| \leq N_{\theta, \text { max }}$ only exists for $\bar{r}(\ell)<r<\mathcal{R}_{o}$, where $\bar{r}(\ell)$ is a suitable radial position, function of the index $\ell$, intermediate between the two walls. These modes are assumed to become zero at the lower end of this interval, just as all modes beyond $N_{\theta, \max }$ implicitly are


FIG.9. XXX WRONG FIGURE!! Distribution Radial position $\bar{r}_{j}(\ell)$ below which the azimuthal wavenumber $m=2 \pi / L_{\theta}$ is assumed to be zero, as a function of the integer index $\ell . \mathcal{R}_{i}=2, \mathcal{R}_{o}=4, N_{\theta, \text { min }}=160$ and $N_{\theta, \max }=320$. This example corresponds to a radial discretization with $N_{r}=128$, and a non uniform mesh with a hyperbolic tangent law.
everywhere, and the necessary boundary conditions for their governing radial differential equation are thus provided.

From the point of view of computer programming, a comb array of Fourier coefficients whose number varies with $\ell$ (and possibly $h$ too, even if this feature is not presently used) has been implemented through a suitable memory management, where a two-dimensional array of pointers is used to reference variable-sized one-dimensional arrays, each of which stores all and only the nonzero coefficients in a radial line, from $r=\mathcal{R}_{o}$ down to $\bar{r}(\ell)$. This procedure reduces the computational cost of DNS in cylindrical geometry with significant curvature, thanks to the reduction in the number of active Fourier modes, and at the same time to avoid the numerical stability problems which could otherwise derive from an overfine resolution of the innermost region. Fig. 9 provides an example of the change of the lower dimension of the arrays as a function of the integer index $\ell$ corresponding to the azimuthal wavenumber. It can be seen that the lower wavenumbers, namely $|\ell|<80$, are defined throughout the whole channel, i.e. for $j \geq 0$. Conversely the highest spanwise wavenumber $\ell= \pm 160$ is defined only very near to the outer wall at $r=\mathcal{R}_{o}$.

### 7.6. Performance

The cylindrical version of the computer code shares with its cartesian counterpart the basic structure, as well as the high computational efficiency when executed in serial or parallel mode. The differences in source code are actually very limited, allowing us to re-use most of the numerical routines. The performance evaluation made in $\S 5.1$ for the cartesian code thus applies here too, in particular concerning the properties of the PLS parallel method. For a problem of the same computational size, the CPU overhead of the cylindrical version compared to the cartesian case is approximately $40 \%$. Pre-computing the $r$-dependent coefficients increases memory requirements by about $13 \%$.

## 8. CONCLUSIONS

In this paper we have given a detailed description of a numerical method suitable for the parallel direct numerical simulation of incompressible wall turbulence, and capable of achieving high efficiency by using commodity hardware. The method can be used when the governing equations are written either in cartesian or in cylindrical coordinates.

The key point in its design is the choice of compact finite differences of fourth-order accuracy for the discretization of the wall-normal direction. The use of finite differences schemes, while retaining a large part of the accuracy enjoyed by spectral schemes, is crucial to the development of the parallel strategy, which exploits the locality of the FD operators to largely reduce the amount of inter-node communication. Finite differences are also key to the implementation of a memory-efficient time integration procedure, which permits a minimal storage space of 5 variables per point, compared to the commonly reported minimum of 7 variables per point. This significant saving is available in the present case too, the use of compact schemes notwithstanding, since they can be written in explicit form, leveraging the missing third derivative in the governing equations.

The formulation of the cylindrical Navier-Stokes equations in terms of radial velocity and radial vorticity has allowed us to solve them numerically with high computational efficiency, employing numerical techniques already developed for the cartesian geometry and writing a computer code which shares the basic structure with the cartesian version. The problem of the radial resolution, which varies with $r$ in cylindrical coordinates, has been circumvented by adopting a representation of the flow variables with finite Fourier series whose number of modes depends on the radial coordinate itself. This procedure is promising for future works employing the cylindrical coordinate system.

The parallel method described in this paper, based on the pipelined solution of the linear systems (PLS) arising from the discretization of the viscous terms, achieves its best performance on systems where the number of computing nodes is significantly smaller than the number of points in the wall-normal direction. This limitation is not essential however, and it can be removed at the expense of an additional, small amount of communication in the calculation of the non-linear terms of the Navier-Stokes equations. The global transpose of the data, which constrains DNS codes to run on machines with very large networking bandwidth, is avoided anyway.

The computing effort, as well as the required memory space, can be efficiently subdivided among a number of low-cost computing nodes. Moreover, the distribution of data in wallparallel slices allows us to exploit a particular, efficient and at the same time cost-effective connection topology, where the computing machines are connected to each other in a ring.

A dedicated system can be easily built, using commodity hardware and hence at low cost, to run a computer code based on the PLS method. Such a system grants high availability and throughput, as well as ease in expanding/upgrading. It is our opinion that the concept of Personal Supercomputer can be successful: such a specialized system, yet built with massmarket components, can be fully dedicated to a single research group or even to a single researcher, rather than being shared among multiple users through a queueing system. The smaller investment, together with additional advantages like reduced power consumption and heat production, minimal floor space occupation, etc, allows the user to have dedicated access to the machine for unlimited time, thus achieving the highest throughput.

The sole significant difference performance-wise between such a system and a real supercomputer lies in the networking hardware, which offers significantly larger bandwidth and better latency characteristics in the latter case. However the negative effects of this
difference are not felt when the present parallel algorithm is employed, since the need for a large amount of communication is removed a priori, thanks to the algorithm itself.
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## APPENDIX A

## Design, installation and configuration of a Personal Supercomputer

The focus of the numerical method presented in this paper has been towards its use on a low-cost computing machine. Here we describe how to install and configure such a machine, schematically illustrated in figure 4 , and made by a certain number of desktop Personal Computers.

The main ingredient to the machine is the computing node. This is a general-purpose PC, where the Unix operating system is installed. We have always used the Debian/Gnu Linux distribution, but any Unix flavour will do the job. To decide the most cost-effective configuration of a node, two main options have to be evaluated. The first one is the size of the case: 1 U cases require much more expensive hardware components, but allow a significant saving in floor space compared to the standard desktop cases (tower or minitower). The second one is to decide whether one or more CPU are installed. With the present market situation, and given the SMP parallel speedup achievable, the use of a second CPU is advantageous in terms of ratio cost/benefit. This may change in the future, but presently the cost increase due to the second CPU (and the more expensive SMP motherboard) is smaller than the SMP speedup achievable (which is in the range 1.7-1.8, independent upon the number of nodes). This leaves us with the added advantage that the number of nodes for a given budget is smaller, thus allowing a larger fraction of the peak computing power to be reached (see for example fig. 5).

The choice of the CPU type is, by and large, a matter of taste, since commodity processors are very near each other when evaluated with the ratio between floating-point performance and unit price. The choice of the CPU speed can be conveniently made by looking for the kink in the price-performance curve at the time of buying: the most recent, faster processors are far more expensive, since peak power is a premium in general. In the present context, however, we can buy a certain amount of computing power by deciding the speed of the computing nodes and the number of nodes. More precise indications cannot be given, given the etreme volatily of the market situation.

Particular attention must be paid to the mainboard specifications, (like bus speed, bandwidth, etc), since memory access is the real limiting factor of the simulation.

The amount of disk space to be installed on each machine is not relevant, one could also go with diskless nodes, or with nodes where the system is run from a live CD, and certainly there is no need of SCSI or high-performance disks. In general, cheap and relatively small

EIDE disks installed on every machine has been for us a perfect choice, as long as a single disk is able to store the whole dataset pertaining to the same project. The machines need one disk mounted in such a way as to be shared among the other nodes with a networked file system, like NFS or the like. Performance of the network-mounted disk too is typically not critical, since during the computations the disk is accessed only to read the initial file, to write flow fields periodically and to (over)write the restart file. Our strategy has been most often to store datasets on the network-mounted disk, and to move them to the local (empty) disk of another node as soon as the free space reaches $30 \%$ or so of the capacity.

For special cases where a large database has to be built, or when the number of nodes becomes very large, poor NFS performance may become a bottleneck. To increase performance, as well as to avoid cache problems, we mount the NFS volumes with the following options in the /etc/fstab file: soft,rsize=8192,wsize=8192,noac. In extreme cases, another viable option is to use a distributed $\mathrm{i} / \mathrm{o}$, i.e. each node writes to its local disk. This is very easy and gives maximum performance, but it requires a distributed postprocessing of the databases, or the availability of a very large storage space for centralized post-processing.
The amount of memory to install on each node must not be very large, since the global memory requirements of the simulations are subdivided among the nodes. In all of our machines we have installed less than 1GB of memory. The optimal amount can be estimated from the size of the largest simulation affordable, which in turn depends mainly on the CPU speed. As a rule of thumb, today (late 2004) the memory in MBytes can be comparable or smaller than the CPU speed in GHz . In case of doubt, it is advisable to install a smaller amount of memory, and subsequently add one stick of RAM to each node when needed. It may be rewarding to fine-tune the memory configuration (acces time, latency, etc) in the BIOS, since such large simulations are limited by memory bandwidth and in our experience the computing time has been found to depend linearly upon memory performance.
Each node must have two network cards. They are used to link the nodes each other in a ring-like topology, without switch, as illustrated in Fig. 4 for the case of 4 nodes. Getting rid of the switch is something that should not be underestimated, since the switch can result in a serious degradation in performance. Any Linux-supported network card will do the job, but a preliminary check for full support even under heavy load in SMP mode will potentially save troubles. Today Gigabit-Ethernet cards with a speed of $1000 \mathrm{Mbit} / \mathrm{s}$ are commonplace, and they can be efficently used at their full bandwidth even when the LAN (for example the departmental network) is cabled at lower speed, since the machines communicate directly.

One of the nodes may have a slightly different configuration. This machine is typically used with remote access from the network, so that a third NIC is needed on this special machine. It may also be useful that it is assigned a public IP number with a registered hostname. The other nodes can be set up to live on a private network, with IP numbers for example in the 192.168.0.xx range.
The main node (see Fig.4) is configured as a standard, standalone machine, with one of its 3 interfaces, say eth2, managing the connection to the local public network. It has a registered hostname, say publichost, corresponding to its public IP number assigned from the relevant authority. Any machine, including publichost, is assigned a private IP number, and a non-registered hostname which is made available to the others by copying on any node the same, complete /etc/hosts file. It may be handy to assign the private IPs serially, and to use a consistent host name: for example one machine may have IP
192.168.0.02 and hostname host02. The same IP can be assigned to each of the two network interfaces.
\# Example /etc/hosts file
192.168.0.0 host00
192.168.0.1 host01
192.168.0.2 host02
192.168.0.3 host03

On each machine a routing table has to be set up. The minimal requirement is that each machine is connected point-to-point with the two neighbours. It is useful moreover that each machine can reach any other machine, though with a series of hops through the intermediate hosts. This is used when the program is started, and when results are written to disk. The routing table for machine host02 of Fig. 4 is set up at boot by a script that (for the Debian/Gnu Linux operating system) looks as follows:

```
# /etc/network/interfaces -- configuration file for ifup(8), ifdown(8)
auto eth0
iface eth0 inet static
address 192.168.0.102
netmask 255.255.255.255
pointopoint 192.168.0.101
up route add -host 192.168.0.100 gw 192.168.0.101
iface eth1 inet static
address 192.168.0.102
netmask 255.255.255.255
pointopoint 192.168.0.103
```

Of course the special machine with three interfaces will have eth0 and eth1 configured with the private IP 192.168.0.0, and the third interface configured with the registered IP, with a default gateway on the local network.

Several variants of this simple example are possible, the larger complexity being balanced by a possibly large number of computing nodes to be configured. It is also possible to automate the process of creating the setup scripts by writing a short shell script.
With perhaps the exception of publichost, the other nodes are identical each other, if exception is made for the two files /etc/hostname and /etc/network/interfaces. This means that also automated processes of installing the system on the nodes can be used when the number of nodes is large. We use the software suite systemimager. The packages that have to be installed on the nodes are minimal. Bejond those needed for the machine to boot and mount the NFS volume, we essentially add only the capability of issuing and receiving SSH (or RSH) commands. For a small numer of nodes, each machine can first have a standard installation, then the two files can be modified by hand and the machine properly connected and rebooted.

Once the machine is up and running, it may be useful to have available a simple script that takes a generic command as an argument, and executes it machine-wide, i.e. on each node. The script can be run from publichost or, depending on the installation policy, from an external machine, and should look as follows:
\#!/bin/bash
COMMAND="\$@"
for $N$ in 0123
do
echo "host0\$N::"
ssh host0\$N \$COMMAND
done
Jobs can be run either from the externally-accessible node publichost, or from any other host, possibly being not too far from the machine and with a decent network connection to it. Of course the internal nodes too may work as submitting machines. We prefer however not to access these nodes directly, since the implicit load-balancing of our SMP parallel strategy, which is completely left to the kernel, assumes that machines are idle.
We run our code through another simple script, so that the only requirement is that the nodes can be accessed through ssh. Our example script takes two arguments, $\$ 1$ is the working directory and $\$ 2$ is the name of the executable to be launched. The commands contained between "" are what is needed to run the DNS code. The script in its simplest form is as follows:

```
ssh host03 "cd /$$1; nohup ./$2 1 4 >& /dev/null &"
ssh host02 "cd / $1; nohup ./$2 2 4 host03 >& /dev/null &"
ssh host01 "cd / $1; nohup ./$2 3 4 host02 >& /dev/null &"
ssh host00 "cd /$$1; nohup ./$2 4 4 host01 >& /dev/null &"
```

To have this script run a simple command, it is useful that the nodes can execute a command received via ssh from the submitting machines without requewst for password authentication. This requires the public signature of the submitting machine, contained in the file \$HOME/.ssh/id_dsa.pub, to be copied into the file \$HOME/.ssh/authorized_keys of each node. This operation is very simple, inasmuch the home directory of the user(s) is network-mounted. Thus, once a user is created in any node and its home directory resides on a network-mounted volume, the public key has to be copied only once.

## APPENDIX B

## Structure of the computer code (cartesian version)

In the following the source code listing of the cartesian program is reported, to the aim of giving a general idea of its structure. Only the serial version is discussed: the listing of the parallel version, as well as the source for the cylindrical program, can be obtained by contacting the Authors. The differences between the serial and the parallel codes are however minimal, and at the program-source level they concern only the strategy for reading/writing results on disk. The inter-node communication is hidden behind the routine which solves the linear systems, then there is no need to expose such details to the user.

The program is written in CPL, a programming language (with related compiler) written by Paolo Luchini. In a simple procedure, which is made transparent to the user by the invokation of a make-like command, the CPL source is subjected first to a preprocessing pass to generate an ANSI-C source, which is then compiled by any ANSI-compliant C compiler. The meaning of CPL statements, keywords and programming structures can be easily understood, since they are modeled after the most common programming languages. The name of the variables in the source closely follow the symbolic names used in this paper: for exaple oldrhs.eta stores the value of the right-hand-side of eq. (4) for the wall-normal vorticity component at the previous time level.
1
1
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The main parts of the code are as follows. There is first an introductory section, where input data are read from the file dns.in to describe the simulation: parameters to define the spatial discretization, and parameters specific to the simulation strategy (time step size deltat, total integration time $t \_m a x$, etc). This section is for lines $5-17$. Note that the variables nx and nz used in the program correspond to half the number of Fourier modes, since the expansions go from -nx to nx and from -nz to nz . Note moreover (see for example the ARRAY dimensions in line 101) that the simmetry property of a complex function which is the Fourier transform of a real function is exploited. Thus one half of the Fourier coefficients (namely, the negative streamwise wavenumbers) does not need to be explicitely computed and stored.

In the MODULE setup_derivatives the finite-difference coefficients are computed for the interior points, whereas in lines $36-46$ specific coefficients at the two walls are computed, based on non-centered stencils. For example the coefficients d140 evaluate the first derivative at IV order accuracy at the inner wall for $i y=0$, whereas the d 14 n do the same job for the opposite wall at iy=ny. The wall-normal discretization is defined in lines 16 and 17 , the easiest possibility of uniform mesh is commented out, while a hyperbolic-tangent law is applied in line 17.

These coefficients are then used compactly in the remaining parts of the code thanks to the functions defined in lines $48-55$ and inlined for runtime efficiency. The COMPLEX FUNCTIONs are defined via REAL FUNCTIONs to help the compiler optimize the code better, since in the C language the type COMPLEX does not exist.

The variables reside in the Fourier space, so that the unknowns are the Fourier coefficients of expansions similar to (8). A type VELOCITY made by a STRUCTURE of 3 complex numers is introduced in line 68, and an $\operatorname{ARRAY}(0 . . n x,-n z . . n z,-1 . . n y+1)$ OF VELOCITY is allocated in line 101.

The SUBROUTINE convolutions performs the task of transforming the velocity components in physical space, computing their products and transforming the results, of type MOMFLUX, back in Fourier space. The aliasing error is removed by the $3 / 2$ rule.

Perhaps the most important routine is the SUBROUTINE buildrhs, which assembles the right-hand-side of Eqns. (9) and (10). One important observation is that the particular explicit scheme for temporal integration to be used for the convective terms is not predetermined, and can be easily changed. In fact the variable timescheme appears in the calling list of buildrhs (line 112). The actual invocation of buildrhs is shown at line 254 in side the main temporal loop timeloop. In this example the used time scheme is Crank-Nicolson and Adams-Bashfort, as defined in lines 245-249 by SUBROUTINE CN_AB. The structure of buildrhs is basically a main loop over the $y$ positions, to compute velocity products with the pseudo-spectral method within convolutions, then build the spatial derivatives of MOMFLUXes, and lastly assemble these quantities into the r.h.s. of the two equations. Note the definition of the INLINE FUNCTIONs OS and SQ, standing for Orr-Sommerfeld and SQuire, to define only once the parts of the equations (for $\hat{v}$ and $\hat{\eta}$ respectively) that will be used again in the following implicit part. IF $i x=0$ AND $i z=0$ THEN, i.e. when $k^{2}=0$, the mean velocity profile in both the homogeneous directions is computed. Note that the streamwise mean profile is stored in $\mathrm{V}(0,0, *)$.u.REAL and the spanwise profile into $V(0,0, *)$.u. IMAG: at this stage of the timeloop, in fact, $V$. u stores the values of the r.h.s. for the $\eta$ equation.

So far, only points in the interior of the channel, i.e. for the index $1<=$ iy <= ny-1, have been involved. In the second part of the time step, in the SUBROUTINE linsolve,
the boundary points and the boundary conditions come into play. The linear systems arising from the implicit time discretization of the viscous terms are solved, in a sequence for each wavenumber pair. So, for each pair of ix and iz, the two system matrices D2vmat and etamat are computed, also by taking advantage of the previously defined INLINE FUNCTIONS OS and SQ. Then the boundary lines of the matrices (and of the r.h.s.) are modified to account for the boundary conditions. This task is accomplished by the routines applybc_0 and applybc_n, which allow for the most general form of the boundary conditions. Then the system is solved, in line 209 for $\hat{v}$ and in line 214 for $\hat{\eta}$. In the case the simulations are carried out at a constant flow rate, the actual flow rate and the velocity profile for the required correction are computed in lines 221-226, and then the correction is applied in lines 227 and 228 for both homogeneous components to achieve the desired flowrate meanflowx and/or meanflowz. Finally, the timeloop is completed once the Fourier components of the homogeneous velocity components are computed. This is the only point in the whole code where actual derivatives have to be computed. This task is left to the FUNCTION deriv (defined in lines 149-160 and then used in line 231-232), which again acts on the REAL and IMAGinary parts of $\hat{v}$ separately, to the aim of improving the optimizing efficiency of the compiler. It is only at this stage of the timeloop that the three fields u , v and w of the COMPLEX ARRAY V actually contain the Fourier coefficients of the velocity components.
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