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1 Introduction 5

1 Introduction

The human knowledge of the universe is strongly based on telescopes observations. The main ad-
vantage of a space telescope is linked to the absence of atmospheric turbulence, which distorts
astronomical images. The disadvantage is the need of keeping telescope dimensions within reason-
able sizes, to ease their orbital displacement, with a consequent limit on images resolution.

In recent years different projects for space telescopes have been developed and realized, the
most famous one for astronomical observations being the Hubble Space Telescope. The quest for
the highest image resolution possible is now pushing toward larger and larger telescopes. As said
such a requirement conflicts with large telescopes in outer earth space because of the problem
of putting them into orbit. So from this point of view ground telescopes represent a more viable
solution, but the problems linked to atmospheric turbulence distortion and manufacturing errors on
very large mirrors risk to dispel all the theoretical advantages. These have been the main reasons
for the development of different adaptive mirror technologies. The adaption idea is to modify
the mirror shape to correct both the image distortion caused by atmospheric turbulence and any
possible geometric error related to the mirror construction. These techniques have been already
applied to some ground telescopes with successful improvements of image qualities.

Adaptive concepts can be useful for space based telescope also because, if it is true that there
is no atmosphere distortion, there are nonetheless important problems related to thermoelastic
deformations of the mirror and of the satellite structure, interaction with the attitude control
system and the always present problem of geometric imprecision in the telescope construction and
mounting in space. The latest projects trying to develop space telescopes with wider mirrors than
the past ones will be all affected by manufacturing errors, deployment imprecision and thermoelastic
deformations that might compromise telescope performances anyhow. So the need arises of applying
adaptive concepts in space too. Space telescopes with active primary mirrors technology do not
exist right now, the most advanced project being the James Webb Space Telescope. It uses a
segmented mirror technology which impedes to deform the mirror surface with continuity, thus
leading to somewhat inferior performances compared to continuous mirrors.

The aim of this report is to show the preliminary design and simulation of a possible adap-
tive control system related to the primary mirrors of the LIDAR telescope satellite. The LIDAR
primary mirror is built with seven independent continuous mirrors, as shown in figure [[} the po-
sition and continuous deformations of each of these mirrors can be controlled using a number of
dedicated, colocated sensor-actuator pairs. Using seven continuously deformable mirrors allows to
correct deployment errors, manufacturing errors, thermal and other environmental disturbances;
at the same time, the telescope structure could be significantly lighter than that of a segmented
telescope with rigid mirrors. The control approach is derived from experiences gathered in relation
to, field proven, adaptive secondary mirror technologies for ground telescopes. The related design is
based on a deformable primary mirror assuring surface continuity with the consequent possibility
of obtaining continuous wavy mirror shapes. To this end the design is based on a large number
of discrete controllers using collocated Capacitive Sensors and Voice Coil Motor Actuators. The
control system is implemented in a fully decentralized way, thus limiting the exchange of infor-
mation between 186 discrete actuation points. It is based on a fairly simple control law based
on an appropriate feedforward and a simple local PD2 feedback, applied independently at every
control unit. This report presents the basic satellite model characterization, focuses on the actua-
tors models and shows the final modal reduction of the dynamic system. It then reports the main
control law properties and their parameters setting. Simulations results are reported eventually,
to show the different parameters affecting control performances and evaluating the achievement of
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the required controller specifications. Possible negative interactions between the satellite attitude

control system and the active mirrors controllers are also taken into account.

2 Satellite description

The Nastran Finite Element Model of the LIDAR telescope satellite has been provided by "Carlo
Gavazzi Space". This section does aim neither at developing the satellite components nor their finite
element model, but gives only an overview of the satellite main features needed to understand all
the facets related to the mirrors control system design.

Figure presents a sketch showing all of the main satellite parts, while figure shows
the finite element model used to perform the simulations.

The baffle has to be asymmetric to assure that the sunlight does not penetrate the optical tube.
Its deployment will be based on an inflatable technology needing a pressurized gas only for the first
phase, because the structure will eventually be stiff enough to be self standing after its opening.
The designed baffle is a truss structure that has been modeled using beam elements to reproduce
the structure stiffness after the deployment. The baffle foils are modeled as non-structural masses
on trusses, to correctly contribute to the main vibration modes of the model.

The satellite has two main solar power units connected at the bottom of the satellite central
body. The solar panels are described by shell elements connected to each other by beam elements
that simulate the deployment hinges.

The satellite central body can be divided into two main parts. The lower one is the bus contain-
ing all of the satellite equipments. The bus is modeled through shell elements simulating its walls
and beam elements simulating the frame structure. Equipments dummies are described by means
of solid elements connected to the bus panels. The upper satellite body represents the payload
repository and is modeled in the same way as the bus.

As shown in ﬁgurethe telescope primary mirror surface has a 4 m diameter and it is divided
in 7 sectors: a central element and six petals placed around it. Each petal has 25 actuators placed
uniformly on its surface, while the central mirror has 36 actuators. All mirrors are made with a
1 mm thick zerodur material, modeled using plate elements. The back-plane design guarantees a
sufficiently rigid support for the mirror and must have a low thermal deformation, comparable to
zerodur glass. In the work here presented we have always used the first project solution based on
sandwich panels with two laminate skins and honeycomb, modeled respectively with laminated
plates and solid elements. The upper composite laminate must have the same shape as the mirror,
so the upper surface must be as curved as the mirror. It should be remarked that, once the satellite
is in orbit, the mirror surface is constrained to the back-plane only trough the action of actuators,
so without control forces every part of the primary mirror is free to move along the actuating
directions. In the analysis performed up to now the actuators directions are not normal to the
mirror surface but all are aligned along the satellite spin axis, thus allowing a rigid vertical piston
movement, of each mirror.

All the controller units are collocated voice coil motor actuators and capacitive sensors as shown
in figure The actuators mobile parts are the stingers and they are modeled by steel beam
elements. The stingers are connected to the back-plane trough springs (CBUSH elements), thus
allowing a stiffness that simulates the presence of axial bearings (ﬁg. In particular for each
stinger there are two CBUSH elements, one between the stinger and the upper back-plane skin,
simulating only the bearing, and one between the stinger and the lower back-plane, simulating the
bearing and, possibly, the presence of the axial control force. A very low fictitious axial force is
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(a) Full satellite representation (Credit by Carlo Gavazzi Space).

(b) Finite element model used for system simulation.

Figure 1: LIDAR satellite.
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needed to remove the rigid movements between the mirrors and the back-plane as it will appear
more clearly later on. The bearing transverse stiffness is supposed to be equal to 6000 [KN/m],
the axial one to 1 [N/m|. The connections between the stingers and the mirror are assumed as
spherical hinges because the solution of this problem is not clear yet. It is likely that some actuators
connections will be realized as spherical hinges and others constrained only along the axial direction.
The final solution is not obvious because the actuators have to supply the connection between the
mirrors and the back-plane, but at the same time they have to allow all the mirrors rigid motions,
possibly with the least thermal interaction between mirrors and back-planes. An ideal solution
could be a single actuator along the satellite spin direction hinged at the center of each mirror,
and all the other oriented normally to the mirrors surfaces and free to move along the mirrors
plane. In this manner all rigid motions (translational and rotational) would be preserved without
additional in-plane forces due to a non normal actuating action, and without thermal interaction
between mirrors and back-plates. The mass (0.1 Kg) of the fixed body of each actuator is split into
two parts, one linked to the upper and one to the lower back-plane skin. Finally 186 scalar points
(SPOINT) were defined using 186 multipoint constraints equations (MPC). The value of the scalar
points is equal to the difference between the stingers displacements and the actuators body, thus
allowing to introduce the degree of freedom directly related to directions to be controlled. Moreover
to verify the absence of possible negative interactions between the satellite attitude control system
and the active mirrors control system, we carried out simulations with both controllers activated.
Thus the model takes into account also the three free rotational degrees of freedom of the satellite
so that a reasonable attitude control system has been designed and applied to evaluate the above
mentioned interactions.

The six petals are constrained to the satellite main structure trough hinges. The hinges are
modeled by shell and beam elements to allow the simulation of ball bearings. The material used
simulates the presence of Elastic Memory Composites (EMC) that allow the petals opening once
in orbit. We anticipate that the control simulations will show the deficiency of this first hinges
project solution, because it doesn’t guarantee a sufficient structural stiffness. Figure Bl reports one
of the first six elastic modal forms, that represent a sort of rigid rotation of petals mirrors and
back-planes together around the petals hinges. These modes are difficult to observe and control as
they are coupled to the mirrors rigid motions, making it difficult to reach the requested control
precision. Some analysis have demonstrated that to obtain good controller performances the initial
modal frequencies of 6 Hz have to be augmented up to 20 Hz by stiffening the hinges, another
possible solution being the use of dampers on every hinge.

The secondary mirror is mounted over a spike at a distance of about 3 meters from the primary
mirror center. The spike has been modeled with shell elements, while the cylinder at the base with
beam elements. The secondary mirror optics has been simulated by a concentrated mass put at
the top of the spike.
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Figure 2: Actuator map and actuator detailed description.
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Figure 3: First petals elastic modal form.

3 Modal approach

Using the finite element model just described it is possible to characterize the satellite structural
behavior and to extract all the data required for the simulation and design of the control system.
The model has to be reduced because the finite element model has too many degrees of freedom,
mostly useless for the design and verification of the active control system. The choice of a normal
modes reduction, allows to introduce in a simple way the structural damping and to easily build

the model state representation. The i** modal equation can be written as:

Gi + 28wigi +wiq = fE+ A+ ff i=1...np, (1)

where ¢; represents the normal mode coordinate, w;, &, f&, f#, f¢ are respectively the natural
frequency, the damping coefficient, the modal active mirror control force, the modal attitude control

couple and any external disturbing force, n,, is the number of modes used. The modal forces can
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be written as:

fC — XTfC (2)
f4 = XTFA (3)
o= XTE (@

(5)

where ¢, F'4 and F* are respectively the active mirrors control forces, the attitude control couple
and the external forces on physical degrees of freedom, and X represents the (nq 4+ n,.) X n,, mode
shape matrix, evaluated at each scalar point defining a mode:

X1 X3 Xpm
X1 X2 ... Xoym
X = N N . : (6)
X”lla"l‘"rw“ X”Qla"l‘"rT Xs;n-i-nm

where n, is the actuators number, while n,.. represents the 3 rotational dof of the free satellite.
The scalar points S can be written as:

S=US,=UX,q (7)

where S, are all the FEM degrees of freedom and X, the global modal matrix, U is the matrix
that extracts and combines the displacements of interest. So we can give the following expression
of condensed modal matrix:

X=UX, (8)

Now the whole state system representation can be written as:

26w —wi

2, w2, O+
1, 1 0 x1, 0
T, —26owy  —w3 T2, fF+ R+ 15
T, 1 0 x1, 0
&2, ~2%n,wn, —wn, || P20, Fio + Fio + 15
T, 1 0 x1,,, 0
(9)
and in a more compact form the system becomes:
= Ax + f (10)

Previous studies have shown that the mirror actuators transfer functions can be approximated
as first order dynamic system, so their characterization passes trough a unique time constant
parameter:

£€ = Df° +afg, )

where D is the scalar matrix —al, f€ is the vector of real control forces applied to the mirror, gq
are control forces commanded at actuators input. The complete system can be rewritten as:

i\ _[a X fa [ s
iy Lo b |l afS,

(12)
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The output S of the system are the displacements along the actuator axial axis corresponding to
the collocated sensor points, and the three free rotations of the satellite:

S 0 X! ...0 XM “1
X
Sy o X! .. 0 Xxpr h ~
- o ST P RS At
Sna+n7‘7‘ 0 Xrlza+nrr o 0 X’:Zl:brnrr S
Z1

nm

A transformation T' can be introduced to obtain a fully uncoupled system that represents the final

equations of motions:

T = :I:—i—TfC (14)
T = (A+DI)'XT (15)

3 A 0 7 fe+ fA+aTfC
R LS 2 R B

The system can be integrated using either its transition matrix or an explicit Runge-Kutta algo-
rithms. The first method takes advantage of the uncoupled structure of the state matrix, that allow
the close form determination of the needed transition matrices. This greatly reduces the compu-
tational time and simplifies the calculations. On the other hand Runge-Kutta algorithms allow a
simple introduction of saturation nonlinearities or arbitrary time varying forces, but the related
computation time will be higher. The control sampling time is split into two steps to consider the
computational delay between the positions measurements and the new force application, as it will
be shown in section [ (fig. . The mirrors displacements are measured by capacitive sensors,
whose dynamic have been modeled with a first order approximation. So the acquired position can
be expressed as:

P = =[P b pmes + b5 (17)

where S is the position obtained trough the simulation of the dynamic system and p”*¢* the mea-
sured position. Such an approximation of sensors dynamics is not introduced in the state space
model directly because it could create problems in finding a simple transformation T to uncouple
the state space structure, to greatly simplify the transition matrix calculation. For this reason
equation [[Ais implemented in the code of the controller as a filter that acts on the mirrors position
measures and not as part of the overall dynamic system. In this way it is possible to have a good
representation of the effect of delay and shaping linked to sensors dynamics, without compromising
the system uncoupled structure previously obtained.

Moreover the simulation can take actuators Coulomb friction, due to the bearings guides, into
account. This implies the possibility of inserting a constant force opposing the velocity direction.
A few test of this modeling feature have demonstrated that the related effect is almost negligible
in our project.

To describe the structural satellite behavior 3200 modes were chosen, covering frequencies up to
1000 Hz. In general the number of modes must guarantee a good model reduction from a dynamical
point of view and the presence of a sufficient number of primary mirror modes to correctly represent
complex mirror shapes, at least at the points corresponding to the collocated sensors-actuators.
Moreover the dynamics of a high number of modes is needed to verify possible spillover. If the
controller pass band frequency is 500 Hz, then the modal frequencies should encompass modes up
to the double at least, to be sure of no spillover. The three free translation of the satellite were

removed by deleting the relative rigid modes, while the three rotational rigid modes have been kept
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to allow the inclusion of the satellite attitude control system. In space the only damping is the
structural one, so to be conservative a 0.005 modal damping factor has been assigned to each mode.
This brings to a quite different situation with respect to ground telescopes, where damping can
be significantly greater thanks to the presence of air between the mirror and the back-plate. This
implies that only the controller can supply the damping guaranteeing stability. The two first order
dynamic systems used to describe the actuators and sensors dynamics were both set at 500 Hz,
so practically setting the mirrors control bandwidth. On one hand the internal dynamic of these
systems can be faster, thus allowing to introduce less delay, on the other a lower control frequency
bandwidth could reduce the spillover effects on the higher frequency modes. So these filters can
acquire a double meaning, the introduction of actuators and sensors delay, and the presence of
anti-spillover filters that attenuate the controller excitation of higher frequencies. In this sense the
frequencies of these filters are important project parameters that represent a compromise between

the controller delays and spillover attenuation.

4 High frequencies recovery through residualization

During the simulation a static recovery of the high frequencies, not modeled in the dynamics of
the satellite, can be performed so that when the controller reaches a steady position at the end
of the commanded shapes they are not affected by the number of modes used. It should be noted
that the high frequencies recovery is implemented only for mirrors scalar points and not for the
satellite free rotation, because the related improvement is negligible for the attitude control system.
In the following equations we will remove the three free rotational motions because they do not
affect the modal stiffness. So we can think that the satellite is fixed in space without any mistake.
The simulation of the mirrors control system works with assigned final commanded position, so
the difference between a modal truncation and the related static residualization will appear in
the forces needed to reach the final steady state. The static residualization can be seen from two
different points of view, both leading to the same result. The first interpretation divides low and
high frequency modes, recovering the latter with a static approach:

{5} = [Xu]Xn] { ;Z;L } = Xiq1 + Xnqn (18)

Writing the system static equilibrium equations, and assuming F = F© 4+ F4 4+ F¢, we find:

[w?]q=X"F (19)
g=[w] " XTF (20)
S=X [ XTF (21)

The physical flexibility matrix condensed at the scalar points S can be thus obtained from the

modal matrices as:

K =X [ X7 =X [wf] X7+ 20 [wh] X7 (22)

This implies that we can write the high frequency stiffness modal contribution as a function of low
frequency modes and the condensed stiffness in physical degrees of freedom:

X W] T XF =R - X WP T (23)
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Now if we write the modal equations system by assuming that the high frequencies contributions
act statically at low frequencies:

Gi + [Cl]ql + [wﬂ q = XZTF (24)
[wil an = X F
so that by using the second set of equations to substitute ¢, in equation [[§, we obtain:
S = Xiq + Xy [wi]' X[ F (25)

Putting equation 23 into equation 23 we find the final expression for the relative displacements S
with high frequencies residualization:

$=Xg+ (K =X [wf) ' XT)F (26)

The same result can be reached with a different approach based on acceleration modes, i.e. the one
that is more commonly used by structural engineers. Before the condensation at the scalar points

the system equation can be written as:
MS,+CSy+KSy=F, (27)
Sy =K' (Fy = M, - CS,) (28)

Then it is possible to substitute the acceleration and speed values with those calculated through

the low frequency modal reduction:

Sy = —K'MX, (XJF, - [w}] ¢— [2ew] @) — K~'CXg g1+ K 'Fy =
= K 'MX,, (2ewii + wila) — K 'CXg g+ (K" = KT'MXy, X)) Fy  (29)

The modal eigenvalues problem can be written in canonical form as:

_ 1
K 'MX, =X, [F} (30)
SO
K 'MX, = X, [w}] (31)
Putting equation BIl into equation B9 we find:
Sg = XQZQI + (Kil - ng [w?]ing;) Fg + th [w?]71[2elw]41 - KﬁlCXQLQI (32)

By assuming a diagonal modal damping and remembering equation B2, we can demonstrate that

the two final damping terms become void:

ng [w?]_l[QElwl]q'l - K_chgz qi = (33)
= ng [w?]ing;CXglql - ng [wlz]ingq;CXgl a— Xgh [w}%]ingq;Cng G =
= —Xyg, [wlzz]ingJ:lCXQLQZ =0

The last term of the previous equation is zero because we have a diagonal modal damping that
implies orthogonal eigenvectors through the physical damping matrix. Moreover if we consider that
in our model the external forces are applied only through actuators, and so through scalar points,
it is possible to equal the virtual work done by the global forces F;; and by the condensed scalar

points forces F:

557 F, §STF (34)
550 F, = 0SJU'F (35)
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so we can state that:
F,=U"F (36)

Applying to equation B2 the extraction matrix U and considering relation Bl we have:

US, = UXgq+ (UK'UT —UXy,[wi] ' XJUT) F (37)
S = Xq+ (UK 'U" = Xjlw] ' X F (38)

Using the definition of U, S = US,, equation BB, and the static equilibrium equation S, = K ~'F,
we obtain
S=US,=UK 'F,=UK'U"F, (39)

. . . 1
showing that UK ~'U7 is equal to the inverse of the stiffness matrix K = condensed at the scalar

points. Equation B8 can now be rewritten as:

S=Xq+ (F’l - Xl[wl?]’leT) F (40)

that is the same result obtained in equation The simulation program requires K 'asan input,
this matrix can be obtained by a FEM analysis solving n, times the condensed static problem with
n, unit load applied at the scalar points degrees of freedom. A possible source of trouble could be
the need to put the physical flexibility in mean axes, to be coherent with the modal terms. We can
safely avoid such an operation because the scalar points are defined as relative movements between
grid points, so the choice of a particular coordinate system has no effect on the related flexibility
matrix calculation.

5 Static condensation approach

The structure modal description shown in the previous two sections is not the only possible way
to obtain a reduced set of equations describing the satellite behavior. Another solution could
come from the static condensation of the Finite Element Model on appropriate physical degrees
of freedom. For example the degrees of freedom of the nodes representing the displacements useful
to simulate the satellite control systems, i.e. at the point and in the direction of application of the
actuators forces.

The FEM precise dynamic equations of the satellite structure can be written as:

MSy+ CSy+ KSy = FC + F! + F¢ (41)
It is possible to choose and then to separate the dynamic degrees of freedom from the static ones:
Sa n Sa n Kqq Kgs Sa | _ FC + FA 4+ F¢
Ss SS st Kss Ss Fse
(42)

Now an Irons-Guyan reduction can be applied to the previous equations to obtain a system reduced

Maq  Mgs
Msd Mss

Caa Cus
Csd Css

at the dynamic degrees of freedom only:
MSy+CSy+ KSqy=FC® + FA 4 Fe (43)
where

= Kag— KasK' Ksq (44)
Mag — MasK ' Koq — Kas K" (Mga — Mo K K (45)

==
[
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while the damping matrix C' can be thought as proportional to the stiffness: C = K. The state
system can be written as:

S’d . —M_lé —M_l S’d n
Sq | I 0 Sy

These state matrices are different with respect to the modal ones because they are not diagonal but

M1
0

F (46)

fully coupled and require the inversion of the reduced mass matrix. The output can be expressed
as:
S=USy=USq+US, =USq (47)

because all the degrees of freedom of interest for the control systems simulation can be considered
as dynamic ones.
The advantages linked with the static model reduction are:

e The possibility to write a simpler simulation program.

e The displacements of the degrees of freedom are not obtained in mean axis but in a fixed ref-
erence system. This could simplify the interpretation of the results, especially when absolute

nodes displacements are requested.

e The simulation is always correct from the static point of view without using any residualiza-

tion process.

e The number of dynamic degrees of freedom could be lower then the numbers of normal modes
required to have a good system representation.

The negative aspects can be resumed as:

e The impossibility to perform the state system integration with the transition matrices because

the state matrix is fully coupled. This means higher computational time.

e The need to verify that the static reduction does not change the dynamic properties of the
system. In particular it should be verified that the normal modes of the global model are the
same as the static reduced ones, at least in the frequency range of interest. If this is not the
case some other dynamic degrees of freedom have to be introduced to obtain a better model

reduction from the dynamic point of view.
e There is not a simple way to determine the reduced matrix for the structural damping.

On the base of these considerations we have decided to use the normal modes approximation,
to assure a better simulation efficiency and an easier determination of the structural damping.
Moreover by using all the normal modes inside the frequency range of interest we have the certainty
to obtain a very good dynamic model.

6 Satellite attitude control low

In this work the satellite attitude control system does not represent an important goal to achieve,
but we are interested to verify the absence of possible negative interactions between it and the
mirrors controllers. So we have decided to choose a simple control law based on a PD action,
making also some approximations to simplify the problem. For example we have not introduced
attitude actuators and sensors dynamics and we have considered an ideally collocated situation,



7 Active mirrors control law 17

Control Frequency (w4) || 4 Hz
Ka 50
KA 700

Table 1: Attitude control parameters resume.

where the attitude control couples are applied directly to the mean principal inertia axes with the
attitude angles being rotations around the very same mean axes. The only constraint that has been
set is the maximum allowable control couple that can be used i.e.: 0.1 Nm. As it is possible to
appreciate looking at equations [[3] and the interaction between the two control systems is not
related to the modal state matrix, which is fully uncoupled, but comes through the modal forces
and the modal recovery of the physical displacements. This means that the attitude control system
can be seen as a possible source of external disturbances for the active mirror controller.
The attitude feedback control couples can be expressed as:

S = KAWL = o) + Kfpre (48)

3

where ¢ = 1...n,, and p; refers to the three rigid rotation of the center of mass. The controller
frequency has been set to 4 Hz, a value higher than needed, in order to worsen possible interac-
tions with the deformable mirror controls. Random noises are added to the control moments and
measured angles. Moreover the actuators saturation is taken into account assuring to not overcame

the limit couples of 0.1 Nm. Table [l resumes the main parameters of the attitude control system.

7 Active mirrors control law

The mirror control forces can be split in two parts, one related to a PD2 feedback control law and
another related to a feedforward open loop contribution.

The general PD2 control forces are written as:
FY = Kp, (0" = pi"*)" 4 Kpa, (57"*)” + Kp2a,57"* + Kpw, (051" + K paw, ; (49)

where the index ¢ = 1...n, refers to the actuators number. The parameters K p, and K pgp, allow

to improve the control flexibility, i.e.:
e Kpp =0, Kpop = 0 control in velocity and acceleration;
e Kp, =—Kpyp, Kpag = —Kpgp control in velocity and acceleration error;

e control with arbitrary setting of previous gains could be seen as a trial to introduce feedfor-
ward terms on requested positions, velocities and accelerations. We will return to the gains
related to p"¢? and p"¢? later on, i.e. when we describe static and dynamic feedforward terms.

The exponents a and 3 allow to introduce a nonlinear control behavior on proportional and deriva-
tive terms. The simulation program allows to introduce the same gains for all the actuators, or
scaling their proportional and derivative terms from the diagonal stiffness values. So Kp, andK pg,

can assume a constant value or can be expressed as:
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where K is the system identified stiffness matrix condensed at the control points, namely the
same matrix needed to calculate the static feedforward term, (equation Bf)). Kp and Kp, are two
user input parameters, and y is an exponent allowing to better scale the gains. When there are
important differences in diagonal stiffness values a simple linear weighting can brings to an unstable
behavior and v can become an important nonlinear scaling factor to avoid this problem.

Anyway the control here used will be linear (o« = 1, 8 = 1) and the proportional and derivative

gains are constant on each actuator (7 = 0). The PD2 term can thus be written as:
Pl = Kp(p]™ = p{"™) + Kpap"™ + Kpsaf™ (52)

The first and second derivative with respect to time in equation are obtained using two first
order filters:

~mes WV mes
= 53
P s+ wy P (53)
p'mes — WV Spmes (54)
S + wy

(55)

where wy must be chosen by compromising between bandwidth and noise attenuation (see table
B).

The PD2 term alone is not adequate in providing the required control precision with a sufficient
bandwidth because its gains are limited by stability. The presence of an integral term would
not improve control performance without endangering stability, so the requested precision can be
achieved only by an appropriate feedforward. The simplest feedforward scheme can be seen as the
force needed to obtain a commanded steady state balanced position for the mirror, i.e. the static
response. So the static feedforward contribution allow to reach the commanded mirror position and
the PD2 feedback action gives the necessary dynamic performance and the fundamental system
damping to satisfy bandwidth requirements. Assuming to know the true structural stiffness matrix
K condensed at the control points, the feedforward forces related to a requested mirror shape p"°?

can be expressed as:

FfY = Kpd (56)
or in incremental form

F20k+1 = fk + F(preq — Dk) (57)

where fj, is the steady force reached at the command time ¢, and py, is the static response position.
This assumption is correct if the controller assures to reach the requested position at the end of
every command step. However K is not known, and even the true static position is not precisely
measurable because of the presence of environmental disturbances and sensors and actuators noises.
For this it is necessary to introduce an identification process (described in section[) to simulate the
experimental determination of the stiffness matrix trough the use of a least square approximation.
Such a simulation requires removing the possible presence of rigid motions between the mirrors
and their back-plates and this is the reason of the low control action stiffness put in the finite
element model, cited in the opening section. This stiffness must be negligible compared to the
proportional control gains, because its presence should only remove stiffness singularities without
changing the model properties. It must be noted though that rigid body motions do not affect
the actual experimental identification since the related procedure can deal with free mirrors. It
is also necessary to be able to measure the static response position p and force f,. They can be

obtained trough a simple average of the positions and forces related to the final, stabilized, part
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(b) Sketch of a typical control behavior on commanded step.

Figure 4: Control action.



7 Active mirrors control law 20

" Shaping filters comparison

Position [m]
bt

[+

i

0B ................. ffee .............. ................ P, .............. ................. .......... -

—— Second order dynamic filter
—— {1—cos] filter
Sixth order polynomial filter

I I I
0.25 0.3 0.35 0.4 0.45 05
Time [s]

Figure 5: Shaping filters comparison.

of the command step, i.e. when the static final position has been reached. To avoid sudden high
changes of the control forces two shaping filters are applied to the command steps and to the
feedforward forces. The program allows to use either a second order shaping filter or two different
kinds of algebraic profiles (see figure F): a sixth order polynomial filter, and a (1 — cos) filter. The
two filters frequencies can be chosen independently, accordingly to the control needs. This implies
that the requested position p"¢? has an imposed transient state, so it is possible to exploit the
feedforward concept with some time blended profiling to improve dynamic control performances
during transients:

Fgf = Kpp, ®]°1)? + Kpav, i (58)

where Kp, and Kpop can be interpreted as a lumped feedforward aimed at the cancellation of
system inertia and damping. It has been speculated that by using fully coupled mass and damping
matrices we could have achieved a more ideal cancellation of the system dynamics. For a sound
implementation such an approach should not rely on the related theoretical terms but use exper-
imentally identified mass and damping matrices, an uncertain and difficult undertaking indeed.
Moreover it would lead to a controller coupling all of the degrees of freedom dynamically. This
coupling in turn would mean a higher, likely unbearable, computational effort and a higher iden-
tification time before starting telescope observations. So we have chosen to simplify the approach
by considering a lumped dynamic feedforward, i.e. assume diagonal mass and damping matrices.
If the actuators are roughly uniformly distributed the lumped mass matrix term related to the it*
degree of freedom can be estimated by simply dividing the mirror mass by the actuators number.
In this manner we obtain a constant term for each mirror, so avoiding the need to identify the
mass matrix. The lumped feedforward for the damping is somewhat more difficult to estimate but,
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assuming a diagonal modal damping we can approximate the physical one as proportional one, i.e.
a linear combination of mass and stiffness matrices. Presently the simulation program supports
different dynamic feedforward gains expressions:

e two constant coefficients for all the actuators, neglecting the coupling and any physical in-
terpretation
FY = Kpy(;°)’? + Kpawp, (59)

e a diagonal mass M matrix and a diagonal identified stiffness matrix Kp,,,, to scale the gains
FS = (KpM" + KL, ) 6 + Kpu T 5 (60)
e a diagonal mass M and a complete stiffness matrix K ;

Ff = KM (57" + Ky K1(59)" + Kpau M5 (61)
The requested velocity p"°? and acceleration p"¢? can be calculated analytically on the base of the
shaping profiles previously mentioned. In this project we have chosen to use the first feedforward
scheme listed above, with different gain values to differentiate the central mirror from petals.
Anyway, as we will show later on, the gain Kp; on petals and on central mirror corresponds quite
well to the relative lumped mass matrix term. Obviously § has been set to unit for the feedforward
term too.

So the final incremental control force implemented in our specific case can be written as:

Fl,=Fu+F{ +Ff + F{ =
= F_k + Kp(preq — pk) + KDaprs + Kpgajj’];nes -+ ?[ (pTeq — ﬁk) + KDb(pzeq) + Kng]');eq (62)

It’s important to note that the different control terms act at different frequencies. In fact the
PD2 control action works at control frequency, while the feedforward follows the lower command
step frequency. This is a key factor for the control system, because it allows to apply a fully
uncoupled high frequency control trough the PD2, and to introduce the control coupling using the
structural stiffness trough the feedforward contribution at a lower frequency.

The computation and A/D/A conversions introduce errors and delays on the control forces
that are appropriately modeled in the simulation program. In fact the control forces applied during
acquisition, computation and conversion time are the same as those of the previous step and not
the new ones. Such a delay in the application of forces can be set as a fraction of the sampling
period. Moreover sensors, actuators and A/D/A conversions introduce errors that are modeled
as wide band noises and quantization errors. The program simulate them by adding Gaussian
noises and quantization errors to measures and control forces, appropriately scaled in relation to
quantization resolution and input/output ranges. All of these parameters can be set by the user.
To limit the effect of time delays in the application of control forces the controller implements a
further compensation in the form of a parabolic extrapolation:

FCHP = §FSPP 4 (eFCy + CFE +nFC ) (63)

where ch app

is the real control force applied to the mirror at time ¢, F,Srl,F;?,FE,l are the
computed control forces at times 41, tx, tx—1 respectively and , €, (,n are parameters calculated
on the base of the time delay.

The control system frequency has been set to 4000 Hz, to have a sufficiently large control

bandwidth for the simulated filters and compensators, while the command step has been set to
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2 Hz. The initial suggestions of a 500 Hz control frequency and 1 Hz command steps was proven
soon to be inadequate to satisfy specifications, mainly because it was not able to encompass a
wide enough dynamic contents of the system to ensure adequate stability with the relatively many
vibration modes involved. The above figures have been determined after some tests with lower
control frequencies aimed at granting the required accuracy of 200 nm. It has been seen that 2800
Hz represents the lower control frequency limit with a 2Hz command step, while 1600 Hz is the
limit with 1 Hz command step. The chosen frequency of 4000 Hz allows to maintain a higher
response quality and a safe margin to account for the approximations introduced in the model.
Note that higher control frequencies should be even better but were ruled out because of power
constraints. It must be noted that even if the command step frequency is not high, we have to
control and quickly damp transient commands. So a sufficiently large control bandwidth is required
to avoid instabilities independently from the command step length. The derivative filter has a cut
off frequency of 500 Hz as a good compromise to avoid high delays and noise amplification. The
feedforward forces and commanded positions are pre-shaped with geometric filters, both at 4 Hz
frequencies, i.e. half of command step time. The standard deviations of Gaussian noises are 1.0E-5
N for the forces and 30.0E-9 m for the positions. The quantization errors are calculated for 16
bits, assuming +0.0005 m as the range of positions to be measured and +0.2 N as the range of
actuators forces. The quantization errors represent an important factor in determining controller
performances and stiffness identification quality. There are two main causes linked to this:

e the position sensors need a large range because after the initial petals deployment phase
the control has to act on mirrors rigid motions assuring the correct position of each petals
with respect to the central mirror. Clearly this request implies larger motions capabilities
than the operational demand for mirror deformation. So the position resolution is 15 nm and
represents a first limit on the precision available for the controller.

e the low system damping, together with the need of a low control frequency to save power,
does not allow to have high PD2 gains, so the feedback forces could be some orders of
magnitude lower than the feedforward ones. This implies that the force quantization error
can significantly modify the PD2 ideal forces values and, in turn, this means lower dynamic
performances of the control. The final result is a sort of bang-bang controller.

e the high noise level and quantization error affect steady force and position measurements
during the stiffness matrix identification process. This leads to a poor quality of the identified
stiffness matrix and, as a consequence, to large errors in achieving the commanded steady

positions.

It’s important to underline that even if quantization and noise are not negligible factors, they are
not so important in determining the control frequency, that is primarily affected by low system
damping and high frequency dynamic excitation during control action.

To determine the controller PD2 gains two step were followed. First standard Ziegler-Nichols
tuning rules have been used to obtain a starting value of the PD terms. Then an optimization of
these gains has been performed via a MonteCarlo method. The final gains and controller properties
obtained with different control and command frequencies are summarized in table
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Control Frequency (w.) 4000 Hz | 2800 Hz | 1600 Hz
Command frequency (wemd) 2 Hz 2 Hz 1 Hz
Actuators filter frequency 500 Hz | 500 Hz | 300 Hz
Sensors filter frequency 500 Hz | 500 Hz | 300 Hz
Derivation filter frequency (wy) || 500 Hz | 500 Hz | 300 Hz
Force application delay % s w% s w% S
Kp 1000 700 350
Kpa 12 10 5
Kpaq 0.0008 0 0

K pp(petals) 5 5 5

K pay (petals) 0.12 0.12 0.12
K pp(central) 12 12 12

K pay (central) 0.2 0.2 0.2

Table 2: Control parameters resume.

8 Solution convergence and Sub-stepping technique

The feedforward contribution allows to reach the exact steady position only if the identified stiffness
matrix is the ideal one but, as we will see in section [, the identification process can only give
an approximation of the system stiffness. So to improve the controller precision in reaching the
requested final position we can think to update the static feedforward term more times inside a
single command step, as shown in figure Bl Obviously this solution, that we will call sub-stepping
technique, requires sufficiently good dynamic performances, because the controller must be able
to quickly reach the steady position to allow computing the force and position average needed
to calculate the following feedforward action. Anyway we have no guarantee about the use of an
estimated stiffness matrix in determining the feedforward contribution. So we would like to know
the effect of possible inaccuracies related to the stiffness identification.

Supposing to use sub-stepping technique, once the system has reached a steady state position
Pr+1 thanks to PD2 action, the control system force can be written in an incremental form:

F]g_l = [KP](preq - ﬁkJrl) + Fk + El(preq 713]6) (64)

where the index k refers to the sub-steps inside the main command step. The applied force can

always be rewritten as a product between real stiffness and reached position:
Kpr+1 = [Kp)(preq — Prt1) + Fi + K1(preq — Pr) (65)

from which
(K + [Kp))Drt1 = Fre — K1k + ([Kp] + [K1)preq (66)

The average force I can be expressed in function of real stiffness and average position too:
(K + [Kp))pr+1 = (K = K1)pi + ([Kp] + [K1)preq (67)
Equation B4 can be written in a more compact form as:

Prvr = [A]THAK]pr, + [A] 7 [Blpreg (68)
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Figure 6: Feedforward term can be updated more times inside the single command step through the sub-
stepping technique.

where
[A] = (K+[Kp) (69)
[AK] = (K—Ki) (70)
[B] = ([Kpl+K) (71)

The solution of the difference equation B can be obtained as the sum of an homogeneous and a

particular solution:

Pk = Uk + Uk (72)
The homogeneous equation is:
urr1 = [A] T AK (73)
and the relative solution matches:
up = G[p"1G g (74)

where the diagonal matrix [p] and the transformation matrix G are simply the eigenvalues and
eigenvectors obtained from the matrix ([A]~[§K]), while ug is linked with the given initial con-
ditions as we will see later. The particular solution can be simply achieved considering that the

forcing term [A]~![B]pyeq is constant. So we can try to find a particular solution that is constant

too:
v=[A]7HAK]v + [A] 7' [B]preq (75)
i.e.
v = (I - [A]il[AK])il[A]il[B]pTeq = [C]preq (76)

Through relations 69 [0 and [T, [C] can be written as:

[C]= (- (K +[Kp) (K -K1) (K +[Kp) ([Kp] + K1) (77)
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Moreover we can say that:
(Kpl + K1) = ([Kp] + K+ K — K) = (K + [Kp]) — (K — K1) (78)

If we put equation [[8 in [ we obtain:

(€] (1= (K +[Ke) (K = K1) (K + [Ke) ™ (K + [Kp]) - (K = K1) =

= (- (K+[Kp)NE-K)  (I-(K+[Kp)"(K-K1) =1 (79)
So the general solution [[A can be expressed as:
pr = Glp*IG ™ uo + preg (80)
Moreover if we choose ug = (pg — preq) we find the solution that satisfy the initial condition po:
P = GlpM G (o — Preq) + Dreq (81)

It is evident from equation K1l that if each element of diagonal matrix [p] is below the unit value

the solution converges to the requested position py.cq:
pi <1 — lim Py = Dreg (82)
k—o0

This means that the solution convergence is linked with the spectral radius of matrix ([4] "} [AK]),

faster convergence implies spectral radius lower than unit. We can say that:

mazllp|l = sr([A]7'[AK]) sr (K +[Kp]) (K - Kp)) =

- ((1 + KK TR (K - E)) <

IN

sr ((1+F1[KP])-1) sr((I-KKp) <1 (83)

where sr(A) is the spectral radius of the matrix A. The spectral radius of (I—i—?fl[KP]) is always
greater than one because it is the sum of two positive terms and one of them is the identity matrix,
so the inverse of this matrix, that is the first term of B3, has clearly a spectral radius less than one.
The second term of equation (I — KK ;) has a sr less than unit even if the matrix K; has been
roughly estimated. If we could have K; = K we would obtain an instantaneous convergence. To
note that even without the K; matrix the convergence is guaranteed

[A]7AK] = (I + K '[Kp)) (1) (84)

because the term expressed in equation has a sr less than unit. But the convergence speed in
this case would be lower, so its necessary to use identified stiffness matrix.

We have just demonstrated that the application of feedforward term more times inside the
command step assures the solution convergence even with a roughly estimated stiffness matrix.
The sub-stepping technique can be seen as the division of the command length in sub-steps where
the requested position remains constant, so it is a sort of high frequency application of slower-
acting commands. But as we have underlined at the beginning of this section, the sub-stepping
requires good dynamic control performance to be applied. The LIDAR satellite system has low
passive damping, only the structural one, and so low PD2 gains. As we have seen in section [0
the controller can’t provide high dynamic performances without higher control frequencies. This
makes it difficult to apply with success the sub-stepping technique in our project. For this reason
we have only one iteration to reach a sufficiently precise final steady position and, obviously, this
constraint leads to the requirement of a sufficiently good identified stiffness matrix.
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9 Identification

As underlined in the previous section there is almost no possibility to exploit the sub-stepping
procedure, so a good identification of the stiffness matrix is required to obtain acceptable shaping
performances. Such an identification can be carried out by retrieving from the local control units
a set of averaged position and the related force commands to set up a least squares system of
equations that is recursively solved to update the identified stiffness matrix in real time, thus
allowing an adaptation to relatively slow system and disturbances modifications. The duration of
the shape commands must be long enough to insure that there remains a sufficient time length
to allow the averaging of the steady positions and forces. The command time has to guarantee
an adequate signal-to-noise ratio for the estimates. It is likely that such a constraint could not be
imposed on some operational phases so that a real time recursive update of K could not always be
possible when very fast mirror shape corrections must be imposed. For such cases a pre-operational
training phase will be required and no attempt should be made to update the feedforward matrix
with too noisy and not completely settled positions and forces, as that could destroy any good
estimate already available. However, to allow maximum operational flexibility, the least square
identification is solved with a recursive technique anyhow so that the choice of using just a pre-
operational or a continuous identification can be made at due time, according to the requirements
of specific observations.

In this way at the end of any set of independent commanded shapes the supervisor computer
in charge of sending to the mirror the correct shapes to the decentralized DSP controllers receives
from them the average positions and forces, so that at each instant of time the following equation

can be written:
F_k :?[ﬁk + Fy (85)

Fy being any constant or slowly varying external disturbing force, e.g. the mirror weight, the
satellite attitude control couple, a local perturbation associated to variation of the environment
temperature. Clearly for slowly varying forces the identification procedure must be applied recur-
sively on line, as it will be explained later on. By taking its transpose, to set the unknown terms
to the right, equation Bl is rewritten:
—T —

pK; +Fy =Fy (86)
and condensed in the form:
]T

e 1[Kr Fo] =F (87)

The least squares system clearly derives from stacking many of such equations to write:

Pl FY
=T T
Py 1 — T Fy
) [KFy] = ) (88)
7 EyY
that can be expressed as:
AK; =B (89)
with -
pi o1 FY
_T nil
Py 1 F: _ _
A= "7 , B= ? , KI—[KIFO]T

7! Fy
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Once a sufficient number, i.e. n > ng,., of equations are available a first least squares solution of
the normal system can be carried out in the form:

K;=(ATA)'ATB (90)

By calling Z = AT B and computing the LDL factorization AT A = LDL”, the above equation is
rewritten as:

LDLTK; =Z (91)
and K; obtained by a forward backward substitution of its LDL factorization factors on Z. Once
K is obtained its rows are sent to the corresponding DSP so that it can start computing the dot
product with its measured positions to determine the feedforward force to be applied at its control
point. This phase is what has been previously called the training phase and must clearly be based

on a set of n > nge independent shapes commands. From this point onward a continuous updating
of Z by

Zit1 = Zi + Frs1biyq (92)
and of the LDL factorization
Rip1 = Ry + Pres1Phia (93)

can be done, if the shape command steps are long enough and K; can be determined at assigned
instant and distributed to the DSPs to adapt to slowly changing operational conditions. If that
is not the case one must content himself with the training phase. It is noted however that the
training phase adopts a recursive update form started by assuming K = eI, with ¢ of the order of
10%, as the recursive LDL update unsure a better numerical conditioning with respect to the batch
solution of the normal least squares equations. It is well known that a recursive QR technique
could be used in place of the LDL approach. The latter has been preferred because it is believed
to be the best compromise between the need of a good numerical conditioning and computational
effectiveness and because it allows a continuous adaptation, with reasonable computational power
at the supervisor computer, whenever that is possible.

When the number of actuators reaches high values, the numerical simulation of the pre-
operational identification phase can became too expensive in terms of computational time. For
this reason the program allows to choose an alternative way to simulate the identification process,
based on static response calculation. In fact once the system reaches the steady state position it
is possible to neglect the time dependent terms and during the pre-operational phase feedforward
contribution is null. So the global acting force can be written as:

F=[Kpl(p™ —p) + Fo (94)
and it is possible to write the modal static equations describing steady behavior as:
wila = X['F (95)

One should note that we are considering a modal base without the free motions here, so the
satellite is supposed fixed in the space and the modal stiffness is not singular. This means that
we cannot evaluate the possible effect of the attitude control system directly because we should
integrate the free motions to know the attitude control couple. But as we will report later, we can
introduce noises on forces and positions to take into account the presence of disturbances linked
to the satellite attitude controller. The system output can be expressed in two different manners,

depending on the need of either employing high frequency residualization or not:

p=Xiq without residualization (96)
p =X+ (F‘l — Xj[w? XT ) F with residualization (97)
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In the previous relations, without loss of generality, we have considered p ~ S = X;q; to simplify
the writing of the equations. Now, combining equations @4 B3 and @7 or @6l into a single system,
it is possible to find the steady force and position that will be achieved for a given command
p"©4. Tt is remarked that the system is not able to reach the commanded position because during
pre-operational phase no information on the stiffness matrix is available yet and we are working
without any feedforward contribution. The final system is:

Wil = X{F (Wil = X7 F

F = [Kp](p"*? — p) + Fo or = [Kp](p"? —p) + Fo (98)
—1 —

p=Xiq p=Xq + (K le[wf]_leT)F

Putting the first equation of the system in the third and then substituting the force term F with
the second equation we can obtain the final system for both cases:

I+K '[Kp)p=FK ([Kplp + Fp) with residualization (99)

(I + X[ X [Kp)p = Xi[w?] 1 X ([Kplp™® + Fy) without residualization (100)

The system is solved with an LU factorization, using the GSL library, done only once at the
beginning of the identification process. In this way the steady final position at each step is obtained
by calculating the right hand side of equations [0 or @3, and by a forward/backward substitution
to solve the system

[LU]p = B (101)

At the end it is possible to recover the force F' by simply substituting the obtained position
p in equation @41 To simulate a realistic experimental identification it is necessary to introduce
appropriate noises and errors on the steady forces and positions. A good procedure has proven to
be the following one:

e perform a sufficiently long simulation (a few times the command step length) with a constant
requested position and without the feedforward term (because we have no stiffness matrix
yet). The simulation has to be done with realistic actuators and sensors noises, correct quan-

tization errors, and attitude control system switched on.

e extract from previous simulations forces and positions standard deviations (o) over the time
the system has been in steady state.

e use the force and position standard deviation just found to perform the following operation
over each steady force an position values obtained through static response identification:
n n
> (p+err(oy)) > (F+err(or))

Preal = = Freal == (102)
n n

where n is the number of force and position values over which it is possible to do the average.
So n depends on the command step time dt.,q used during identification, control frequency
we, and controller performances in achieving the final steady position (y%(dtcma)):

n= (1 - y%(dtcmd)) At emd We (103)

Figure shows the comparison between the diagonal element of two stiffness matrices identified
through the simulation and the static response approach. In figure there is the comparison
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Figure 7: Real simulation of identification process vs static response approach.
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between two system responses using the feedforward contribution, based on the previous two dif-
ferently identified stiffnesses. Both figures demonstrate that the static response approach can give
a stiffness matrix equivalent to that obtained through the simulation of the real identification
process. The advantage in calculation time is very important, for example to perform the matrix
identification on a single PC through the real simulation of the identification process we need about
12 hours, while the static response approach can give an equivalent result in less than 5 minutes.

The main reason for the need of a precisely identified stiffness matrix is the lack of system
damping and the constraint on the maximum controller feedback frequency. Low damping brings
to low PD2 gains because of the presence of stability constraint, and low PD2 gains do not permit
to help the feedforward action, from a static point of view, in reaching the requested position.
Moreover if there is low damping it is very difficult to use sub-stepping technique because of the
transient phase duration, that does not allow enough time for position and force averaging. So a
system with low damping needs a quite precise identified stiffness matrix to assure the requested
precision. This is clear our case in space where we can exploit system passive structural damping
only while controller damping cannot add too much because of the constraint on the controller
frequency.

The quality of the stiffness identification is primarily related to actuators and sensors noises
and to quantization errors. Obviously a fundamental requirement is the ability of the controller to
reach a steady state position in a given time. All these aspects are important in determining the
pre-operational identification time. In fact if we have high noises and/or quantization error mated
with a not so high active damping the only way to improve the stiffness identification is to increase
the command step length, the command steps number or both. All these solutions tend to lengthen
the time required for the identification process. Another possible improvement of the identification
process can come from the use of optimized commands having a high force-position to noise ratio,
obtained by imposing relatively high but feasible forces on each actuator. The related procedure

is the following;:

e choose the force vector in the requested range

||F7‘ange|| = szn S F Z Fmax (104)

e recover the related modal amplitude:

@ = (W] X[ Frange (105)

e write the requested force as:

Frange = [KP](pTeq - p) + FO = [KP](preq - Xl(il) + FO (106)

e substitute equation in [[06] and solve to obtain p"©?:

preq - [KP]il(Frange - FO) + X [W2]71XZTFTG’”98 (107)

where p"©? represent the vector of commanded positions we were looking for. In this way we
impose forces values during identification, but there is the problem of positions too. In general is
not possible to obtain both requested positions and forces, but in the LIDAR project the mirrors
can do rigid motions, so we can apply a rigid shift to the positions recovered through equation [I0A]
without changing the forces values. In this way we can control both the position-noise ratio and

the force to noise ratio, thus improving the identification quality.
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Command steps number n 3000
Command time length (dt.mq) 0.5 sec
Total identification time 25 min
Control frequency w, 4000 Hz
Position standard deviation o, 30e-9 m
Force standard deviation o le-5 m
Quantization 16 bit
Actuator stroke +0.0005 m
Actuator force range +0.2 N

Table 3: Control parameters resume.

Once we have obtained the identified stiffness matrix we would like to know the error that has
been introduced. This requires a reference stiffness matrix, which depends on the usage, or not,
of the high frequencies residualization procedure. If we do not use any residualization the stiffness

that we are identifying is (remember equation Z2)):
Krep = Xi[wf] 7' X[ (108)

Instead if we use the high frequencies recovery the reference stiffness matrix is simply the physical
stiffness reduced to the scalar points obtained from FEM analysis:

K=K (109)

Figure reports the percentage difference between diagonal elements of the reference stiff-
ness and the identified one. This matrix identification has been performed using 3000 commanded
steps, with a step duration of 0.5 s, corresponding to an actual testing time of 25 minutes. The
fundamental parameters used are resumed in table Bl Figure shows the percentage error of
extra-diagonal matrix elements. Here significantly worse errors show up but they refer to approxi-

mately null elements linked to the low stiffness coupling between petals and central mirrors.
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10 Secondary mirror

The secondary mirror is mounted at the top of a spike that is about 3 meters high. Its role is to
reflect the light captured by the primary mirror to the sensor that acquires the image informations,
see figure @ We are interested to know the range of the secondary mirror displacements caused
by excitations coming from the adaptive controller of the active primary mirror, to verify if it
can compromise telescope performances. In particular we have analyzed possible losses of the line
of sight of the center of the secondary mirror from the ideal position and we have evaluated the
secondary mirror plane tilt. In this way we have been able to compute where a line normal to
secondary mirror plane intersect the sensor plane, about 3 meters below. The sketches reported in
figures and summarize the procedure described below. The three red points of figure
are coincident with the three structural FEM nodes positioned where the secondary mirror is
connected to the spike. The green point corresponds to the FEM node that is placed at the sensor
position. From the simulation code we can evaluate the global displacements of these points by
simply putting the relative FEM nodes degrees of freedom inside the initial scalar points set, in
the same way followed to obtain the satellite free rotations. The blue point represents the center
of secondary mirror; we can always find its position because it is located in the center of mass
of the triangle. Once we know these informations we can recover the deformed positions of the
three points describing the borders of the secondary mirror and so the displaced position of the
secondary mirror center of mass. Through the three points of the triangle we know the secondary
mirror deformed plane too, so we can recover the normal vector to the plane. It is now possible to
find where the projection along the normal line intersect the sensor plane. The sensor plane tilt
rotations are considered rigid, while its translations are taken into account, and are assumed to be
equal to the sensor point displacements. In this manner we can know the alignment error between
the center of the secondary mirror and the sensor, evaluate the effect of the secondary mirror plane

deformation, and ultimately determine the precision of optic reflections.
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Figure 10: Satellite secondary mirror displacements recovery.

11 Simulation results

All the following results have been obtained with a 4000 Hz mirror control frequency, using the
parameters reported in table Bl The controller requested precision at the end of each command
step is £200E-9 m. The attitude control system has always been switched on using the setting
parameters reported in table [

The first simulation (figure [[Il) shows the system response to a simple step, in order to verify
that the control system is able to reach the commanded position and to prove a stable behavior.

Figures [[3 [ and MA report the simulation results of a random commanded history character-
ized by small deformations, in the order of £2E-6 m (see figure [[2). This history underlines the
low precision due to quantization errors of forces and, especially, positions. In fact the position
resolution is 15 nm, a value that is higher than the average gap reported in the zoomed window
(figure[3). Moreover the PD2 action is strongly determined by sensor noise. Considering the entity
of quantization and noise errors the control actually acts in a bang-bang manner, which maintains
the mirror response within a range of £30E-9 m around the commanded position. Figure [ shows
the difference between the orders of magnitude of feedforward and PD2 contributions. As we have
already underlined, the PD2 gains must be kept low because of stability constraint linked to low
passive damping and low control frequency. In figure[[Alit is possible to note that in this simulation
the maximum force value is below the saturation limit of 0.2 N. Figure [[6 reports the secondary
mirror center displacements from the ideal position aligned with the sensor. Figure [l shows the
secondary mirror center projection on the sensor plane to underline the effect of the secondary
mirror surface rotation. The red circle frames all the displacements while the green one encloses
the displacements measured at the end of each command step. In this case the order of magnitude
of the displacements magnitude is always below 10 nm. In this section there are no figures giving
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informations about the out of plane displacement of the secondary mirror because it is always very
low (under 1 nm.) and so leads to no interesting data.

Figures and show a simulation with higher steps amplitude, the related displacements
are here contained in the range £25E-6 m. The commanded history is random so the required
mirror’s shape could be quite wavy as seen in figure I8 Anyway the control action assures the final
correct mirror position with a precision in the order of 30 - 80E-9 m, as magnified in the zoomed
view. In this case control forces reach values that are beyond the saturation level. Such values are
surely affected by the random imposed deformation, moreover all the actuators connections with
mirrors are described through 3D hinges and all the actuators directions are not perpendicular to
the plane but parallel to satellite spin axis, so involving a high in-plane mirrors stiffness during
deformation. This latter effect can increases the control forces especially at the actuators positioned
on the external sides of petals, where the mirror-actuator angle can reach 18°. If we compare figure
Bd related to a central mirror actuator force, to figure 21 related to an external actuator, we can
appreciate an important difference in forces values. This implies that forces can be higher than the
final real ones, but it is quite unlikely that with the current actuators density and power this kind
of deformations could be achieved, even with the final correct configuration. Anyway this aspect
should cared of along with the decision about the mirror-actuator connections. Figures 22 and
refer to secondary mirror displacements in a range of about 35 nm. The higher range respect the
previous history is in accordance with the higher forces needed by the control system.

An important design specification is that the control system should be able to adjust the mirrors
position after initial deployment trough relatively high rigid displacements. This is the main reason
of the high measurement range imposed on displacement sensors (£0.0005 m). Figure BH shows the
simulation of a history based on rigid mirrors displacements, as seen in figure 24 The rigid motions
are along the axial actuators direction because, with the actual mirrors-actuators connection, these
are the only rigid movements allowed. The displacements are large, in the order of +0.005 m, so
that they are close to the limit imposed by the specification. It is possible to appreciate that the
controller is able to reach the requested positions within the requested precision in the last 20%
of the command step. As the zoomed view displays, the mirror response is not easily dumped by
the control system, especially on petals control points. The main reason of that it is the coupling
between high rigid motions displacements and low frequency modal forms, that have the least
passive damping. In particular the first six petals modes are hardly observable and controllable.
So, as we have already underlined in section Bl the previous petals modal forms must have a
frequency of at least 20 Hz to achieve a satisfactory controller performance. This implies either
a stiffer solution than that initially available or the possibility to add dampers to petals hinges.
Figure shows the controller performances with the first preliminary design data that was not
able to satisfy the precision requirements; in the zoomed view it’s clear the controller difficulty
in damping the mirror response. Figure 7] shows the very low force level needed to control rigid
motions that, once the steady state is reached, is mainly related to system noises and quantization
errors. This is a proof that the initial fictitious axial stiffness used to remove rigid motions is really
unimportant, and that the high frequencies residualization works correctly. Figures 28 and B9 show
the secondary mirror displacements which reaches higher values in this case than in the previous
ones. In fact the displacements magnitude order is around 300 nm with peaks of about 600 nm. This
range growth is not linked to the forces values because, as we have just seen, the forces to control
the mirrors rigid motions are very low. But we have also underlined that the rigid movements excite
the petals modal shape, that have low damping and a frequency of 20 Hz. The spike mounting the
secondary mirror on its top has a modal shape with a frequency of about 20 Hz too, so when the

mirror controller excites the petals modal shapes we obtain as a consequence the spike excitation



11 Simulation results 36

that brings to higher secondary mirror displacements. If such a range of displacements is to be
considered too high a possible solution could be a frequency separation between the modes of the
petals hinges and the spike. It is important to underline that after the transient phase the range
of displacements comes back to lower values, i.e. below 200 nm, as it is possible to see in figure
So if the mirrors during their operational life are not requested to perform high rigid jumps
in a few seconds this will not cause any problem. Figure Bl refers to the same history just shown
but with a command step frequency of 0.25 Hz, assuming a more realistic request for high rigid
movements at a lower frequency. The image demonstrates that after the command step transient
the secondary mirror displacements range decreases below 30 nm.

Figure B2 is related to a history where rigid motions are coupled to mirrors deformations, here
to be more realistic the movements range has been set to #0.00025 m. In this case the requested
tolerances are satisfied in the last 40% of command step.

Figure shows a chess square deformation imposed on a petal mirror, where the amplitude
range is £2.5E-6 m. This kind of shape does not represent a problem for the controller performance,
as shown in figure B4 but it is one of the most critical from the force levels point of view. In fact in
figure Bol we can see that even if the deformation range is not so wide the forces needed are highly
over the saturation level.

Figure BAl reports the simulation of a time history that represents the first 100 modal shapes.
This is a classical test to verify the controller effectiveness and it is here performed by imposing a
wide deformation range of £50E-6 m. As it is possible to appreciate in the zoomed view the steady
state position can be affected by an important gap due to stiffness matrix identification errors.
Obviously the stiffness precision become more important when the deformation range grows up.
Anyway in figure B the maximum error of each step of simulation is reported and it is evident
that even with this high deformation range the requested precision is guaranteed once the response
reaches steady state.

Figure By shows a comparison between two responses, with and without the presence of dynamic
feedforward terms. These are important to improve the transient quality of each step, as magnified
in the figure zooms.

As shown up to now the feedforward contribution is quite important, so a correct stiffness
matrix identification is fundamental to obtain a good controller. Figure B9 reports the different
control precision obtained with different stiffness matrices affected by different noise values during
identification:

e "0 noise" is the ideal situation where the identification is performed without quantization
errors and Gaussian noises;

e "1 noise" refers to 30E-9 range error on position and 1F — 5 range error on force, i.e. the
ones used up to now;

e "2 noise" refers to 90E-9 range error on position and 3E — 5 range error on force;
e "3 noise" refers to 150E-9 range error on position and 5F — 5 range error on force;

All the identifications were performed trough the static response approach to minimize compu-
tational time. The commanded history implies a random wide range deformation of +100E-6 m
to emphasize the identified stiffness effect on control precision. This simulation confirms the im-
portance for this project of a good identification and so the relevant role of quantization errors
and noises in determining controller performances. But as we have demonstrated in section B, the

application of sub-stepping technique to control action can allow high control precision even with



11 Simulation results 37

a roughly estimated stiffness matrix. Unfortunately we could not apply it because of poor dynamic
control performances. Anyway to demonstrate the control capabilities we have set the control fre-
quency to 10 KHz to obtain a very good dynamic behavior and we have performed the previous
simulation using 3 sub-steps inside each main commanded position. The result is reported in figure
HQ where it is possible to appreciate the large control precision improvement, that is partly due to
higher PD2 gains and partly to sub-stepping application. Note in the zoomed view that at the end
of commanded step the three responses converge to the same solution in spite of different stiffness
matrices. This confirms the convergence demonstration carried out in section

The results presentation ends with some images referred to the behavior of the attitude control
system. Figures Bl and B2 show the ability of the attitude controller to maintain the null reference
position of the satellite and the couple needed. Figures and B4 show the capabilities of the
controller to reach and maintain commanded attitude angles with the necessary couple; note in
particular the actuators saturation. The last figure makes a comparison between the same
mirrors commanded history but with the attitude control switched on and off. The related responses
prove that there is no significant interaction between the two controllers, even when the satellite
is rotating under the couple imposed by the attitude control system.

It is finally important to remark that all simulations presented in this section have been per-
formed with an A/D/A plus computational delay of half the sampling time, i.e. a very significant
delay. This means that it is either possible to implement the controller with low computational

power or to improve its performances if the available power is higher.
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Figure 11: Step response, simulation 1.
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Figure 16: Secondary mirror center displacements, simulation 2.

Projection normal to secondary mirror surface on the sensor plane (2D)
! ! 1 ! : N ‘ ‘

+ Displacement
—— Max displacement
Max disp. at end command slep)

Sz[m]
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Figure 30: Secondary mirror center displacement along x direction, simulation 4.

X107 Secondary mirror center displacement along x direction
5 T T T T T T

Sx [m]
o

- A, .- el
N s B
O 0000 [N

-5 Il L Il 1 1 1 1
0 10 20 30 40 50 60 70 80
Time [s]

Figure 31: Secondary mirror center displacement along x direction with a command step frequency of 0.25
Hz, simulation 4.
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Figure 38: Comparison between response with and without dynamic feedforward contribution, simulation
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Figure 39: Comparison between responses with different identified stiffness matrices, simulation 9.
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Figure 40: Comparison between responses with different identified stiffness matrices, using sub-stepping

technique and 10 KHz control frequency, simulation 9.

X 10° Satellite attitude control

8 T T T T T

Angle [red]

—— Commanded position ‘
-8 ___ satellite rotation around x axiss o B
Satellite rotation around y axis?
—— Satellite rotation around z axis! | | |
1% 5 10 15 20 25 30

Time [s]
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12 Conclusions

The simulations carried out demonstrate that the mirror control system can satisfy the design
specifications. In particular the controller allows the correct achievement of the final commanded
positions with an acceptable precision. The performance is satisfactory both for small and high
amplitude commanded motions/deformations. The capability to control rigid motions has been
verified too, showing the controller effectiveness within a wide range of rigid displacements, +0.0005
m, and with elastic deformations coupled to rigid movements.

The most significant parameters limiting controller performances are the low structural damp-
ing and the constraint on the sampling frequency, that has to be keep as low as possible to limit
power consumption. Moreover all the controller components that can add any delay are impor-
tant to define the control system capabilities. Among them we must remark the importance of
setting appropriate bandwidths for the first-order filters used to approximate the dynamics of sen-
sors/actuators and the time derivatives. For that an appropriate compromise must be established
to avoid high delays (low filters frequencies) and spillover (high filters frequencies). Another im-
portant delay can be introduced by acquisition/conversion (A/D/A) and computational delays. In
this report as we have adopted a likely cautious solution by using half of the controller time step
for the just mentioned delays. While negligibly affecting stability boundaries sensors and actuators
noises, together with their quantization errors, are of paramount importance in determining control
precision. Moreover the quantization introduces a nonlinear effect that produces positioning limit
cycles through a sort of bang-bang control. So these phenomena have to be taken into account
because they can affect both precision and stability of the controller. It has been underlined also
that system noises and errors are highly significant in setting the achievable precision of the identi-
fied stiffness matrix. That is particularly important for the LIDAR project because the low passive
damping available and the constraint of a low control frequency lead to poor dynamic control
performances, while the sub-stepping technique cannot be used. So the final controller precision
is mainly linked to a good stiffness identification. Fortunately it has been possible to demonstrate
that with the actual system parameters a very good stiffness approximation can be identified.

It has been also verified that control forces can exceeds their saturation limit when large correc-
tions have to be applied. This problem could be linked both to too widely random shape requests
and to model uncertainties, in particular around the mirror-actuator hinged connections which add
a significant stiffening effect that is difficult to correct especially on the petals. So a new verification
should be performed when all the structural details and the controller capabilities approach their
final design solution. However the simulations carried out so far have already demonstrated the
need of a sufficiently stiff connection between the petals back-plates and the satellite central body.

From the control law point of view the results indicates the remarkable effectiveness of the
solution based on a PD2 feedback term coupled to an appropriate open-loop feedforward aimed at
canceling the modeled mirror dynamics as far as possible. It has been shown that the feedforward
term can be profitably split into a static and a dynamic contribution, the first assuring a correct final
steady position, the second improving the dynamic controller performances during the transient
phase of the command tracking.

The simulation program takes advantage from a high frequency recovery through the static
residualization technique, that allows to avoid inaccuracies in the estimation of the steady state
controller forces linked to the use of the simpler truncated reduced modal base. Moreover the
identification of the structural stiffness can be performed both with the real process simulation
or with a simpler static determination of the final commanded position. We have shown that the
results thus obtained are comparable and that the static response method allows to save a lot of
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time, so greatly improving processing efficiency.

The simulations have demonstrated that the satellite attitude control system does not interfere
significantly with the mirror controller, because they act mostly in an uncoupled mode.

The evaluations of the secondary mirror displacements due to the active mirror control activity
have shown that without important rigid motions the magnitude of the misalignment of the line
of sight with the image capture sensor is below 100 nm. The related boundary ranges grow up in
presence of significant mirrors rigid motions, reaching maximum values of about 600 nm during
the corresponding relatively large transients. Such a situation is mainly linked to the coupling
between the first elastic petals modes, involving petals hinges stiffness, and the secondary mirror
spike modes. So a possible solution could be to set a good frequency separation between these
elements through an appropriate structural design. It is important to remark however that if the
mirrors will not be required to large rigid correction motions, the secondary mirror displacements
can be well contained in a range of about 20-30 nm.

The next step should be an improved update of the whole model in relation to the setting
of integrated design specifications. Finally, once all the system parameters and the performance
specifications are frozen and cleared, a final control system optimization might be possible in view
of finding the lowest sampling frequency capable of ensuring the satisfaction of all the specifications

with the least power consumption possible.
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